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## 1. INTRODUCTION

By measuring the three-dimensional positions of galaxies, we create a map of the late-time Universe, encoding both its initial conditions and later evolution. To date, spectroscopic surveys have observed some $10^{6}$ galaxy positions [1]; in the next decade, this number will grow by at least an order of magnitude [e.g., 2, 3], and with it, the volume and depth of the known cosmological landscape.

Analyzing such a dataset presents a serious challenge, both theoretically and computationally. To aid this effort, it is common to compress the set of galaxy positions (or shapes) into 'summary statistics' encoding the distribution in a lower-dimensional form [e.g., 4]. Examples of these include descriptors specifying the pairwise separations of galaxies (the power spectrum and two-point correlation function), their generalization to triplets of galaxies (the bispectrum and three-point correlation function), quadruplets (the trispectrum and four-point correlation function), and many other extensions, including

[^0]one-point functions, marked spectra, density-split statistics, cluster-weighted correlators, voids, peaks, to name but a few. This is not the only way in which to proceed; an alternative approach is to avoid compression and predict the entire distribution of galaxies using simulations. Since the galaxy distribution is at heart stochastic, this is a complex procedure and is still nascent, but may prove to be of great use in the future.
a. Theoretical Models At the heart of all cosmological analyses, whether using summary statistics or the full distribution (so-called 'field-level' approaches), is a model capable of predicted the observed statistic, given assumptions about the Universe's composition and evolution. In general, these come in three flavors:

- Analytic: These are derived from physical equations approximating the Universe on some set of relevant scales. The equations are often solved perturbatively, and implemented via some numerical integrals. Usually, the models will depend on some free parameters intrinsic to the theory [e.g., 5-7].
- Numerical: In this case, one predicts the late-time Universe by evolving forwards from known initial conditions using an $N$-body or hydrodynamic simulation, obeying a number of physical laws. The summary statistics (or galaxy density field) are computed then from the final snapshot, often via emulators [e.g., 8-11].
- Semi-Analytic: This combines the two approaches, often with a heuristic picture of structure formation. An example would be halo models, in which lowest order perturbation theory is combined with a phenomenological description of small-scale matter clustering [e.g., 12-20], or 'halofit' [21, 22], supplementing analytic theory with simulations in the latter regime.

In this work, we will focus on the first class of models, in particular those derived from perturbation theory. This has several advantages over numerical approaches: (a) assuming the theory to be well-posed, the predictions can be made arbitrarily accurate by including more terms in the equations, (b) the summary statistics are usually quick to compute and do not require running a large number of simulations for each new cosmological model, (c) the theory carries with it an estimation of the theoretical error. Furthermore, the theories do not depend on (or have knowledge of) small-scale physics, and are thus unbiased by the large-scale manifestations of effects such as baryonic feedback. That said, perturbative approaches are fundamentally limited to the regimes in which the underlying equations are accurate, i.e. large scales. Furthermore, perturbative approaches make few assumptions about the Universe's evolution (by design), which leads to them being naturally conservative. If one wishes to extract cosmological information from smaller scales in the Universe, numerical or semi-analytic approaches are required.
b. Perturbation Theories Analytic descriptions of the Universe come in many shapes and sizes. Here, we discuss perturbative approaches, all of which aim to describe the dynamics and evolution of the cosmos by treating it is as a (possibly imperfect) fluid, and solving the relevant equations order-by-order in some parameter. The original approach, known as 'standard perturbation theory' (hereafter SPT) was first developed in the 1990s (see [5] for a review), and, as we will discuss below, yields inaccurate predictions for the clustering of matter and galaxies, since a number of physical assumptions are violated. This has led to the development of a number of alternative approaches which aim to avoid these issues via some epicylic additions to the theory; examples include 'resummed perturbation theory' [23, 24], 'renormalized perturbation theory' [25], 'regularized perturbation theory' [26], the 'TNS' model [27], 'Galilean-invariant resummed perturbation theory' [28] and beyond.

In this review, we present a detailed discussion of the 'effective field theory of large scale structure' (hereafter EFTofLSS, first discussed in $[6,7]$ ). As we will discuss below, the fundamental difference of EFTofLSS to SPT (and its various extensions) is that the theory solves different equations. In particular, the Universe is treated as a non-ideal fluid, with contributions from viscosity, sound speeds, and stress tensors, just as for terrestrial fluids. An important ramification is that the Universe contains feedback between physics on small and large scales; this can be simply parametrized by symmetry principles (involving 'counterterms'), following other effective field theories in physics (see [29, 30] for cosmological examples). Though the EFTofLSS has a reputation for complexity, its physical motivation is straightforward: it is a self-consistent perturbative solution of the non-ideal fluid equations, describing the large-scale Universe. Our hope is that this review will help to demystify this field.

In the below, we present a pedagogical overview of the EFTofLSS, aimed towards who wish to understand the basic concepts of the model without diving into its finer details. We focus first on SPT and its theoretical issues, before presenting the underlying basis of the EFTofLSS, paying special attention to the issue of feedback and the accompanying renormalization. After presenting the theory in its simplest case (matter in real-space), we will discuss the extension of the theory to more
physical scenarios including biased tracers and redshift-space distortions, and finally, comment on its practical usage. Our aim here is not theoretical rigor, but conceptual understanding; as such, we will avoid any lengthy derivations and focus on the physics itself. A detailed and self-consistent discussion of each topic presented below can be found in the rest of the work. More technical topics not essential to the main discussion are marked with asterisks.

## 2. CONVENTIONS

We work in comoving coordinates, specified by comoving position $\mathbf{x}$ and conformal time $\tau$. Given a field $X(\mathbf{x}, \tau)$, its forward and reverse Fourier-transforms are defined as

$$
\begin{equation*}
X(\mathbf{k}, \tau)=\int d \mathbf{x} e^{-i k \cdot x} X(\mathbf{x}, \tau) \quad \Leftrightarrow \quad X(\mathbf{x}, \tau)=\int_{\mathrm{k}} e^{i k \cdot x} X(\mathbf{k}, \tau) \tag{2.1}
\end{equation*}
$$

where $\int_{\mathrm{k}} \equiv(2 \pi)^{-3} \int d \mathbf{k}$.
If $X$ is a random field, we can describe its behavior in terms of correlators, starting from the power spectrum, $P_{X}$ :

$$
\begin{equation*}
\left\langle X(\mathbf{k}, \tau) X\left(\mathbf{k}^{\prime}, \tau^{\prime}\right)\right\rangle=P_{X}\left(\mathbf{k}, \tau, \tau^{\prime}\right)(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{k}+\mathbf{k}^{\prime}\right) \quad \Rightarrow\left\langle X(\mathbf{k}, \tau) X\left(\mathbf{k}^{\prime}, \tau^{\prime}\right)\right\rangle^{\prime}=P_{X}\left(\mathbf{k}, \tau, \tau^{\prime}\right) \tag{2.2}
\end{equation*}
$$

where we have assumed homogeneity and (if the power spectrum depends only on $k$ ) isotropy. In general, we drop the Dirac function for clarity, indicated by the primed expectation $\langle\ldots\rangle^{\prime}$, and usually work with equal-time correlators, i.e. $\tau=\tau^{\prime}$. Beyond the power spectrum, we can define an (equal-time) bispectrum as

$$
\begin{equation*}
\left\langle X\left(\mathbf{k}_{1}, \tau\right) X\left(\mathbf{k}_{2}, \tau\right) X\left(\mathbf{k}_{3}, \tau\right)\right\rangle^{\prime}=B_{X}\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}, \tau\right) \tag{2.3}
\end{equation*}
$$

homogeneity requires $\mathbf{k}_{1}+\mathbf{k}_{2}+\mathbf{k}_{3}=\mathbf{0}$, and isotropy implies $B X \equiv B_{X}\left(k_{1}, k_{2}, k_{3}, \tau\right)$. Higher-order correlators can be defined similarly, as can their configuration-space equivalents.

By default we will assume a $\Lambda C D M$ universe, with all plots computed using a cosmology close to Planck. We will generally ignore the effects of baryons and neutrinos in this discussion, though they can be self-consistently included (cf. §10). The EFTofLSS approach can straightforwardly account for a range of new post- $\Lambda$ CDM physics; if this affects only the linear power spectrum, $P_{\mathrm{L}}$, it is automatically included. Other phenomena can be included with small modifications to the theory, such as non-Gaussianity in the initial conditions, and dark matter phenomena that modify the fluid equations.

## 3. STANDARD PERTURBATION THEORY AND ITS PROBLEMS

To motivate why we need an effective field theory, it is instructive to first consider the non-effecive theory, SPT (see [5] for an extensive review). Before doing so however, let us begin by laying out our criteria for what makes a good theoretical model. We consider three key requirements:

1. Convergence: In essence, all perturbation theories are Taylor expansions in some parameter. For the theory to be accurate, this parameter must be small in the regimes of interest.
2. Accuracy: The theory must give accurate predictions of the statistics of interest, such as the power spectrum, bispectrum, or density field. Ideally, the theory would be arbitrarily accurate in some range of scales, such that any required level of accuracy can be achieved by the addition of enough higher-order corrections.
3. Generality: The theory should work regardless of the Universe's initial conditions, as long as the underlying equations remain valid. For example, if the spectral slope $n_{s}$ took a different value, the theory should still be accurate and convergent.

As we will see below, SPT fails in all three cases, but the EFTofLSS (§4) does not.
a. Fluid Equations To describe the Universe we will use the following variables:
$\delta(\mathbf{x}, \tau)$ : Fractional overdensity of matter, related to the true density $\rho(\mathbf{x}, \tau)$ by $\delta(\mathbf{x}, \tau)=\rho(\mathbf{x}, \tau) / \bar{\rho}(\tau)-1$
$\mathbf{v}(\mathbf{x}, \tau)$ : Fluid velocity, which can be defined in terms of the momentum $\mathbf{p}(\mathbf{x}, \tau)$
$\phi(\mathbf{x}, \tau)$ : Peculiar gravitational potential (corrected for the background expansion)
$\tau(\mathbf{x}, \tau)$ : Viscous stress tensor
where we work in comoving coordinates, $\mathbf{x}$. The basic assumption of SPT is that the Universe can be described as a perfect fluid. As such, its distribution must satisfy the collisionless Boltzmann (or Vlasov) equation. In terms of the above variables, this implies

$$
\begin{array}{ll}
\dot{\delta}(\mathbf{x}, \tau)+\nabla \cdot[(1+\delta(\mathbf{x}, \tau)) \mathbf{v}(\mathbf{x}, \tau)]=0 & \text { Continuity }  \tag{3.1}\\
\dot{\mathbf{v}}(\mathbf{x}, \tau)+[\mathbf{v}(\mathbf{x}, \tau) \cdot \nabla] \mathbf{v}(\mathbf{x}, \tau)=-\mathcal{H}(\tau) \mathbf{v}(\mathbf{x}, \tau)-\nabla \phi(\mathbf{x}, \tau) & \text { Euler } \\
\nabla^{2} \phi(\mathbf{x}, \tau)=4 \pi G a^{2}(\tau) \bar{\rho}(\tau) \delta(\mathbf{x}, \tau)=\frac{3}{2} \mathcal{H}^{2}(\tau) \Omega_{m}(\tau) \delta(\mathbf{x}, \tau) & \text { Poisson }
\end{array}
$$ is the matter fraction and $G$ is the gravitational constant. The assumption of a perfect fluid fixes the stress tensor to zero; $\tau=0$. Note that the above equations additionally assume the Newtonian limit, i.e. the scales of interest are significantly smaller than $\mathcal{H}^{-1}$.

b. Linear Order Solution At leading order, we can solve (3.1) by linearizing the fluid equations, i.e. dropping any terms of second or higher order in $\{\delta, \mathbf{v}, \phi\}$. This yields the following equations for the first-order fields, $\delta_{1}, \mathbf{v}_{1}$ :

$$
\begin{equation*}
\dot{\delta}_{1}(\mathbf{x}, \tau)+\nabla \cdot \mathbf{v}_{1}(\mathbf{x}, \tau)=0, \quad \dot{\mathbf{v}}_{1}(\mathbf{x}, \tau)=-\mathcal{H}(\tau) \mathbf{v}_{1}(\mathbf{x}, \tau)-\frac{3}{2} \mathcal{H}^{2}(\tau) \Omega_{m}(\tau) \nabla\left[\nabla^{-2} \delta_{1}(\mathbf{x}, \tau)\right] \tag{3.2}
\end{equation*}
$$

eliminating the peculiar potential. Introducing the velocity potential $\theta(\mathbf{x}, \tau) \equiv \nabla \cdot \mathbf{v}(\mathbf{x}, \tau)$, we find

$$
\begin{equation*}
\theta_{1}(\mathbf{x}, \tau)=-\dot{\delta}_{1}(\mathbf{x}, \tau), \quad \ddot{\delta}_{1}(\mathbf{x}, \tau)+\mathcal{H}(\tau) \dot{\delta}_{1}(\mathbf{x}, \tau)-\frac{3}{2} \mathcal{H}^{2}(\tau) \Omega_{m}(\tau) \delta_{1}(\mathbf{x}, \tau)=0 \tag{3.3}
\end{equation*}
$$

These are easily solved by asserting a separable solution, such that

$$
\begin{equation*}
\delta_{1}(\mathbf{x}, \tau)=D(\tau) \delta_{\mathrm{L}}(\mathbf{x}), \quad \theta_{1}(\mathbf{x}, \tau)=-\mathcal{H}(\tau) f(\tau) D(\tau) \delta_{\mathrm{L}}(\mathbf{x}) \tag{3.4}
\end{equation*}
$$

where $\delta_{\mathrm{L}}(\mathbf{x})$ is the linear density field set by inflation. This drops a decaying mode and defines the growth factor via

$$
\begin{equation*}
D(\tau)=D_{0} \mathcal{H}(\tau) \int_{0}^{a(\tau)} \frac{d a^{\prime}}{\mathcal{H}^{3}\left(a^{\prime}\right)} \tag{3.5}
\end{equation*}
$$

where $D_{0}$ ensures the normalization condition $D(a=1)=1$ today. For the velocity, we introduce the velocity growth rate $f(\tau) \equiv d \log D(\tau) / d \log$ a by convention. For an Einstein-de-Sitter Universe (with $\Omega_{m}=1$ ), $D(\tau)$ is simply the scale factor $a(\tau)$. As such, densities evolve according to $D(\tau)$ and velocities enhanced by a factor of $\mathcal{H}(\tau) f(\tau)$.

Switching to Fourier-space, we obtain similar relations to before:

$$
\begin{equation*}
\delta_{1}(\mathbf{k}, \tau)=D(\tau) \delta_{\mathrm{L}}(\mathbf{k}), \quad \theta_{1}(\mathbf{k}, \tau)=-\mathcal{H}(\tau) f(\tau) D(\tau) \delta_{\mathrm{L}}(\mathbf{k}) \tag{3.6}
\end{equation*}
$$

additionally with $\mathbf{v}(\mathbf{k}, \tau)=i\left(\mathbf{k} / k^{2}\right) \theta(\mathbf{k}, \tau)$. It follows that the linear-order matter power spectrum is given by

$$
\begin{equation*}
P_{\text {linear }}^{\mathrm{SPT}}(\mathbf{k}, \tau) \equiv\left\langle\delta_{1}(\mathbf{k}, \tau) \delta_{1}\left(-\mathbf{k}, \tau^{\prime}\right)\right\rangle^{\prime}=D^{2}(\tau) P_{\mathrm{L}}(k) \tag{3.7}
\end{equation*}
$$

where $P_{\mathrm{L}}(k)$ is the power spectrum of the initial conditions, and we have dropped a momentum-conserving Dirac delta function.
c. General Solution Beyond linear order, the ideal fluid equations can be solved by rewriting them as convolutions in Fourier-space

$$
\begin{align*}
& \dot{\delta}(\mathbf{k}, \tau)+\theta(\mathbf{k}, \tau)=\int_{\mathrm{p}_{1} \mathrm{p}_{2}} \alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \theta\left(\mathbf{p}_{1}, \tau\right) \delta\left(\mathbf{p}_{2}, \tau\right)(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\mathbf{k}\right)  \tag{3.8}\\
& \dot{\theta}(\mathbf{k}, \tau)+\mathcal{H}(\tau) \theta(\mathbf{k}, \tau)+\frac{3}{2} \mathcal{H}^{2}(\tau) \Omega_{m}(\tau) \delta(\mathbf{k}, \tau)=-\int_{\mathrm{p}_{1} \mathrm{p}_{2}} \beta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \theta\left(\mathbf{p}_{1}, \tau\right) \theta\left(\mathbf{p}_{2}, \tau\right)(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\mathbf{k}\right)
\end{align*}
$$

where the convolution kernels can be written

$$
\begin{equation*}
\alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{\mathbf{p}_{1} \cdot \mathbf{k}}{p_{1}^{2}}, \quad \beta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{k^{2}}{2} \frac{\mathbf{p}_{1} \cdot \mathbf{p}_{2}}{p_{1}^{2} p_{2}^{2}} \tag{3.9}
\end{equation*}
$$

for $\mathbf{k} \equiv \mathbf{p}_{1}+\mathbf{p}_{2}$. Within SPT, one then proceeds via a perturbative stance, expanding the equations order-by-order in the (assumed small) parameters $\delta$ and $\theta$. Explicitly, we begin with the series solutions

$$
\begin{equation*}
\delta(\mathbf{k}, \tau)=\sum_{n=1}^{\infty} D^{n}(\tau) \delta^{(n)}(\mathbf{k}), \quad \theta(\mathbf{k}, \tau)=-\mathcal{H}(\tau) f(\tau) \sum_{n=1}^{\infty} D^{n}(\tau) \theta^{(n)}(\mathbf{k}) \tag{3.10}
\end{equation*}
$$

where the $n$-th order solution contains $n$ copies of the linear solution, $\delta^{(1)}(\mathbf{k}) \equiv \delta_{\mathrm{L}}(\mathbf{k})$. Here, we have assumed separability in time and space: this is an excellent approximation in practice (and exact for Einstein de-Sitter universes), though deviations can occur at high order. Starting from the linear solution given in (3.6), the second order piece is found by inserting $\delta^{(1)}, \theta^{(1)}$ into (3.8) and solving for $\delta^{(2)}, \theta^{(2)}$, which can then be used to solve for $\delta^{(3)}, \theta^{(3)}$, et cetera. The $n$-th order contribution takes the form:

$$
\begin{align*}
& \delta^{(n)}(\mathbf{k})=\int_{\mathfrak{p}_{1} \cdots p_{n}} F_{n}\left(\mathbf{p}_{1}, \cdots, \mathbf{p}_{n}\right)\left\{\delta_{\mathrm{L}}\left(\mathbf{p}_{1}\right) \cdots \delta_{\mathrm{L}}\left(\mathbf{p}_{n}\right)\right\}(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\cdots+\mathbf{p}_{n}-\mathbf{k}\right)  \tag{3.11}\\
& \theta^{(n)}(\mathbf{k})=\int_{\mathrm{p}_{1} \cdots \mathbf{p}_{n}} G_{n}\left(\mathbf{p}_{1}, \cdots, \mathbf{p}_{n}\right)\left\{\delta_{\mathrm{L}}\left(\mathbf{p}_{1}\right) \cdots \delta_{\mathrm{L}}\left(\mathbf{p}_{n}\right)\right\}(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\cdots+\mathbf{p}_{n}-\mathbf{k}\right)
\end{align*}
$$

This is simply the convolution of $n$ linear density fields with a kernel, $F_{n}$ or $G_{n}$. The kernels can be computed recursively in terms of (3.9) and are given explicitly to higher order in [5]. As an example, the kernels up to second order are given by:

$$
\begin{equation*}
F_{1}(\mathbf{p})=G_{1}(\mathbf{p})=1, \quad F_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{5}{7} \alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)+\frac{2}{7} \beta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right), \quad G_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{3}{7} \alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)+\frac{4}{7} \beta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \tag{3.12}
\end{equation*}
$$

with the third-order piece described in Appendix A.
The above equations provide all the necessary mathematics to compute density field statistics at arbitrary order. For example, the equal-time power spectrum, $P(k, \tau) \equiv\langle\delta(\mathbf{k}, \tau) \delta(-\mathbf{k}, \tau)\rangle^{\prime}$ can be written in terms of $\delta^{(n)}$ correlators:

$$
\begin{equation*}
P^{\mathrm{SPT}}(k, \tau)=D^{2}(\tau) P^{(11)}(k)+D^{4}(\tau)\left[2 P^{(13)}(k)+P^{(22)}(k)\right]+D^{6}(\tau)\left[2 P^{(15)}(k)+2 P^{(24)}(k)+P^{33}(k)\right]+\cdots \tag{3.13}
\end{equation*}
$$

where $P^{(i j)}(k) \equiv\left\langle\delta^{(i)}(\mathbf{k}) \delta^{(j)}(-\mathbf{k})\right\rangle^{\prime}$, and we have assumed Gaussian initial conditions, such that any correlators involving an odd number of linear density fields vanish. Note that there are three groups of terms in the above expression: these involve 0,1 , and 2 p-integrals respectively, and are therefore said to be $0-1$-, and 2-loop contributions. Each power spectrum can be written in terms of the linear power spectrum $P_{\mathrm{L}}$ and the $F_{n}$ kernels defined above: for example, the contributions up to one-loop are given explicitly by

$$
\begin{equation*}
P^{(22)}(k)=2 \int_{\mathrm{p}}\left|F_{2}(\mathbf{p}, \mathbf{k}-\mathbf{p})\right|^{2} P_{\mathrm{L}}(\mathbf{p}) P_{\mathrm{L}}(\mathbf{k}-\mathbf{p}), \quad P^{(13)}(k)=3 P_{\mathrm{L}}(k) \int_{\mathbf{p}} F_{3}(\mathbf{p},-\mathbf{p}, \mathbf{k}) P_{\mathrm{L}}(\mathbf{p}) \tag{3.14}
\end{equation*}
$$

Similar methods may be used to compute higher-order spectra or correlators involving velocity fields. An example of this is three-point functions, or bispectra: at lowest order this is given by

$$
\begin{align*}
B\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}, \tau\right) & \equiv\left\langle\delta\left(\mathbf{k}_{1}, \tau\right) \delta\left(\mathbf{k}_{2}, \tau\right) \delta\left(\mathbf{k}_{3}, \tau\right)\right\rangle^{\prime}=D^{4}(\tau) B^{(211)}\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right)+\cdots  \tag{3.15}\\
B^{(211)}\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right) & =2 F_{2}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) P_{\mathrm{L}}\left(k_{1}\right) P_{\mathrm{L}}\left(k_{2}\right)+2 \text { perms. }
\end{align*}
$$

with higher-order contributions containing loop integrals over the linear power spectrum.
d. Numerical Results Let us now consider the performance of SPT, by comparing its predictions for the matter power spectrum with those obtained from $N$-body simulations assuming a $\Lambda$ CDM cosmology [31], and evolving the Universe down to $z=0$. This is shown in Fig. 1, showing both the linear theory prediction for the power spectrum $\left(D^{2} p^{(11)}\right)$ and the one-loop correction (adding $D^{4}\left[2 P^{(13)}+P^{(22)}\right]$ ). At low- $k$, we generally find good agreement between simulations and data; these correspond to large-scales, on which the Universe is close to a perfect fluid and traces the initial conditions to high accuracy. On smaller scales, linear theory starts to break down, due to the impact of gravitational evolution on large-scale structure. In principle, this deviation between simulations and theory should be captured by the addition of one-loop SPT contributions, at least on relatively large scales. However, this is not what we see in the figure! Adding one-loop SPT corrections does not appear to improve the fit to data; similarly, the addition of two-loop terms does not solve the problem, with the theory now underestimating the spectrum. From this simple test, we conclude that SPT does not satisfy condition (2) of a good theoretical model, as outlined in the beginning of the section, since it does not yield accurate predictions.


FIG. 1. Comparison of matter power spectra obtained from simulations (black points), linear theory (green), one-loop SPT (blue) and one-loop EFTofLSS (red). The numerical results are obtained from the Quijote simulations at redshift zero [31], whilst theory spectra are computed with CLASS-PT [32]. For the EFTofLSS spectra, we fit the (necessary) counterterm to the simulated spectra up to $k_{\max }=0.2 h \mathrm{Mpc}^{-1}$. All quantities are given in $h \mathrm{Mpc}^{-1}$ units.
e. Perturbativity and Convergence As we will now see, accuracy is not the only problem intrinsic to SPT. Firstly, there are hidden subtleties in our treatment of the fluid equations. In particular, when solving (3.1) perturbatively, we have implicitly assumed that the density field and velocity divergence are small, i.e. that the variance $\sigma_{\delta}^{2} \ll 1$. This is needed for a perturbative solution (or Taylor series) to exist, since if, for example, the second order solution is larger than the first order piece, the series does not converge. If we average over sufficiently large scales, we would expect the overdensity to be small; however, such a smoothing is not built into the underlying SPT equations. As such, we necessarily obtain contributions from regimes where $|\delta|$ is large (i.e. small scales), which breaks the perturbative hierarchy, and thus condition (1) for a well-posed theory. Working only with smoothed quantities is a key part of the EFTofLSS, and requires a description based on the non-ideal fluid equation [cf. 6, 7].

A related problem can be seen by considering the loop corrections in detail. Let us look at the one-loop term $P^{(13)}$, which has the explicit form:

$$
\begin{equation*}
P^{(13)}(k)=3 P_{\mathrm{L}}(k) \int_{0}^{\infty} \frac{p^{2} d p}{2 \pi^{2}} P_{\mathrm{L}}(p) \int \frac{d \hat{\mathbf{p}}}{4 \pi} F_{3}(\mathbf{p},-\mathbf{p}, \mathbf{k}) . \tag{3.16}
\end{equation*}
$$

Noting that $F_{3}$ behaves as $k^{2} / p^{2}$ for hard internal momenta (i.e. large $p$ ), we see that the term involves an integral of $P_{\mathrm{L}}(p)$ up to infinitely large $p$. This itself is a problem. Perturbation theory theory is only valid on large scales, yet we are here summing over all scales down to those of individual galaxies, planets, and review articles. It is thus little surprise that the theory breaks down.

Finally, we note that, for some choices of initial condition, the SPT predictions themselves diverge. This can be seen by considering the one-loop SPT power spectra in the limit of small and large internal momentum $p$ :

$$
\begin{align*}
& P_{1-\text { loop }}^{\mathrm{UV}}(k) \sim k^{2} P_{\mathrm{L}}(k) \int_{p \gg k} p^{2} d p \frac{P_{\mathrm{L}}(p)}{p^{2}}  \tag{3.17}\\
& P_{1-\text { loop }}^{\mathrm{IR}}(k) \sim P_{\mathrm{L}}(k) \int_{p \ll k} p^{2} d p P_{\mathrm{L}}(p) .
\end{align*}
$$

Assuming a power-law linear power spectrum with $P_{\mathrm{L}}(p) \propto p^{n}$, the high- $p$ (ultraviolet; UV) limits diverge for $n \geq-1$ and the low- $p$ (infrared; IR) limits are divergent for $n \leq-3$. If the second is violated, however, the fluid equations themselves break down (and thus the above discussion is moot), but the first is an important limitation. For our Universe, $n \approx-3 / 2$ (at the non-linear scale), thus the integrals are convergent in both limits. However, this is a peculiarity of our Universe and not guaranteed in general, thus the theory violates condition (3) posed above.

In summary, the failure of SPT to predict the matter power spectrum (and other statistics) can be traced back to three problems with the theory:

1. Convergence: The expansion parameter, $\delta$, is not guaranteed to be small.
2. Accuracy: The theory integrates over regimes where perturbative treatments are not valid, and does not yield accurate predictions for correlation functions.
3. Generality: The predictions can diverge for certain choices of initial conditions.

In the next section, we consider how the EFTofLSS avoids all three of these problems.

## 4. FORMULATING THE EFFECTIVE FIELD THEORY

The primary goal of the EFTofLSS program is straightforward: to develop a convergent perturbation theory for the Universe which is convergent, accurate, and can be applied in the presence of arbitrary initial conditions. The underlying formalism is described in depth in $[6,7]$ and subsequent works (including [33-43]), and we review it below.

To understand the theory, our starting point is the notion of smoothing, i.e. the replacement of the standard fluid variables with those smoothed on some scale $\Lambda^{-1}$ :

$$
\begin{equation*}
\delta(\mathbf{x}, \tau) \rightarrow \delta_{\Lambda}(\mathbf{x}, \tau), \quad \mathbf{v} \rightarrow \mathbf{v}_{\Lambda}(\mathbf{x}, \tau), \quad \phi(\mathbf{x}, \tau) \rightarrow \phi_{\Lambda}(\mathbf{x}, \tau) \tag{4.1}
\end{equation*}
$$

Here the smoothing is defined by $X_{\Lambda}(\mathbf{k}, \tau)=W_{\Lambda}(k) X(\mathbf{k}, \tau)$ in Fourier-space, where $W_{\Lambda}(k)$ is some window excising scales with $k \gtrsim \Lambda .{ }^{1}$ By working with smoothed fields, we are explicitly restricting our theory model to scales $k \lesssim \Lambda$; if $\Lambda$ is below the non-linear scale $k_{N L}$ (whence perturbation theory breaks down), we avoid explicit contributions from scales that cannot be modeled within the framework. Furthermore, if the smoothing scale is sufficiently large, the smoothed overdensity field, $\delta_{\Lambda}$, is guaranteed to be small, with characteristic size

$$
\begin{equation*}
\sigma_{\delta}^{2}(\Lambda) \equiv \int_{0}^{\Lambda} \frac{p^{2} d p}{2 \pi^{2}} P_{\mathrm{L}}(p) \approx \frac{\Lambda^{3} P_{\mathrm{L}}(\Lambda)}{2 \pi^{2}} \tag{4.2}
\end{equation*}
$$

with $\sigma_{\delta}^{2}(\Lambda)<1$ for $\Lambda<k_{N L}$ (by definition). This lies in contrast with SPT (§3), where the unsmoothed field does not have to be small, and implies that condition (1) for a well-posed theory is valid. In essence, this is the main difference between SPT and the EFTofLSS: all the further complexities of non-ideal fluid equations and renormalization can be considered to be a consequence of this smoothing.
a. The Non-Ideal Fluid Equations Let us now consider the underlying equations for the smoothed density field. To achieve this we will start from the fluid equations given in (3.1) and apply the smoothing operator $W_{\wedge}$, a procedure usually known as 'coarse graining'. For full generality, we will retain the stress-tensor $\tau$ in the Euler equation, though this vanishes for an ideal fluid. ${ }^{2}$ We find the following equations:

$$
\begin{align*}
& \dot{\delta}_{\Lambda}(\mathbf{x}, \tau)+\nabla \cdot\left[\left(1+\delta_{\Lambda}(\mathbf{x}, \tau)\right) \mathbf{v}_{\wedge}(\mathbf{x}, \tau)\right]=0 \\
& \dot{\mathbf{v}}_{\wedge}(\mathbf{x}, \tau)+\left[\mathbf{v}_{\wedge}(\mathbf{x}, \tau) \cdot \nabla\right] \mathbf{v}_{\wedge}(\mathbf{x}, \tau)=-\mathcal{H}(\tau) \mathbf{v}_{\wedge}(\mathbf{x}, \tau)-\nabla \phi_{\wedge}(\mathbf{x}, \tau)-\frac{1}{\rho_{\Lambda}(\mathbf{x}, \tau)}\left[\nabla \tau_{\Lambda}(\mathbf{x}, \tau)+\nabla \tau_{\Lambda}^{U \vee}(\mathbf{x}, \tau)\right] \quad \text { Continuity }  \tag{4.3}\\
& \nabla^{2} \phi_{\Lambda}(\mathbf{x}, \tau)=\frac{3}{2} \mathcal{H}^{2}(\tau) \Omega_{m}(\tau) \delta_{\Lambda}(\mathbf{x}, \tau)
\end{align*}
$$

These are identical to the starting fluid equations (with the inclusion of the stress tensor $\tau$ ) except for the appearance of a new term $\tau_{\Lambda}^{\cup V}$ in the Euler equation. This arises from the coarsening operation, and takes the form

$$
\begin{equation*}
\nabla \tau_{\Lambda}^{U \vee}=\left[[\rho \nabla \phi]_{\Lambda}-\rho_{\Lambda} \nabla \phi_{\Lambda}\right]+\left[[(\rho \mathbf{v} \cdot \nabla) \mathbf{v}]_{\Lambda}-\left(\rho_{\wedge} \mathbf{v}_{\Lambda} \cdot \nabla\right) \mathbf{v}_{\Lambda}\right] \tag{4.4}
\end{equation*}
$$

[^1]This arises since multiplication and smoothing do not commute: the smoothed product of two fields (first and third terms) are not equal to the product of two smoothed fields (second and fourth terms). This difference occurs due to correlated small-scale fluctuations; separating a field $X$ into long $\left(X_{l}\right)$ and short $\left(X_{s}\right)$ modes, the product of two smoothed fields contains only $X_{l} Y_{l}$, but the smoothed product contains also $\left(X_{s} Y_{s}\right)_{\wedge}$, which acts similar to a noise term. Physically speaking, the intuition for the above stress tensor $\tau^{\mathrm{UV}}$ is that small scale modes appearing in the fluid equations non-linearly modify the dynamics of large scale modes.

Armed with this split into long and short modes, let us consider the form of $\tau_{\Lambda}^{U \vee}$ more carefully. Following some calculation, this can be shown to equal

$$
\begin{equation*}
\tau_{i j, \Lambda}^{\mathrm{UV}}=\frac{1}{4 \pi G}\left(\partial_{i} \phi_{s} \partial_{j} \phi_{s}-\frac{1}{2} \delta_{i j}^{K} \partial_{k} \phi_{s} \partial^{k} \phi^{s}\right)+\rho v_{s, i} v_{s, j} \tag{4.5}
\end{equation*}
$$

using the Poisson equation and switching to coordinate notation. Notably, this new term, sourced by small-scale physics at $k>\Lambda$, enters the smoothed fluid equations in the same manner as the usual stress tensor in the unsmoothed equations (as the derivative of a symmetric tensor). Furthermore, by expanding the short-scale fluctuations around their expectations (i.e. replacing $\left[X_{s} Y_{s}\right]_{\wedge}$ with $\left\langle X_{s} Y_{s}\right\rangle_{\wedge}$ and its perturbations and responses to long-wavelength modes), the stress tensor can be recast in terms of familiar non-ideal fluid variables (at lowest order in smoothed variables):

$$
\begin{equation*}
\tau_{i j, \Lambda}^{U V}=\delta_{i j}^{K}\left(p_{\Lambda}+\bar{\rho} c_{s, \Lambda}^{2} \delta_{\Lambda}-\bar{\rho} \frac{c_{v, b, \Lambda}^{2}}{\mathcal{H}} \partial^{k} v_{k, \Lambda}\right)-\frac{3}{4} \bar{\rho} \frac{c_{v, s, \Lambda}^{2}}{\mathcal{H}}\left[\partial_{i} v_{j, \Lambda}+\partial_{j} v_{i, \Lambda}-\frac{2}{3} \delta_{i j}^{K} \partial^{k} v_{k, \Lambda}\right]+\Delta \tau_{i j, \Lambda}+\cdots, \tag{4.6}
\end{equation*}
$$

where $p_{\Lambda}$ is an (isotropic) pressure, $\tilde{c}_{s, \Lambda}^{2}$ is the sound-speed, $\tilde{c}_{V, b, \Lambda}^{2}$ and $\tilde{c}_{V, s, \Lambda}^{2}$ are bulk and shear viscosities, and $\Delta \tau_{\Lambda}$ is a stochastic term uncorrelated with the smoothed fields. We have used a subscript $\Lambda$ to indicate that each term arises from small-scale behavior at $k>\wedge$. The form of the stress tensor could be alternatively derived by symmetry prescriptions: (4.6) is the unique $\mathcal{O}\left(\delta_{\Lambda}, \mathbf{v}_{\wedge}\right)$ solution consistent with the equivalence principle (requiring at least second derivatives of $\phi$ ) and symmetries of the known Universe (such as isotropy and homogeneity). Each term in (4.6) is fixed by the small-scale behavior of the fluid, e.g., the expectations $\left\langle\delta_{s} v_{s}\right\rangle, \partial\left\langle\delta_{s} v_{s}\right\rangle / \partial \delta_{\Lambda}$, et cetera. Technically speaking, the various coefficients encapsulate the backreaction of 'ultraviolet (UV) physics' of the Universe, i.e. that operating on scales beyond our cut-off $\Lambda$; furthermore, they are fully degenerate with the pressures, viscosities, et cetera, entering the original stress tensor $\tau$. We absorb the latter quantities into the former hereafter, though return to this issue when considering renormalization below.

Let us pause briefly and discuss the consequences of the above results. Starting from the non-ideal fluid equations and smoothing on a scale $\Lambda^{-1}$, we have derived equations for the smoothed variables $\delta_{\Lambda}, \mathbf{v}_{\Lambda}$ and $\phi_{\Lambda}$. After coarse graining, we have found that the smoothed variables are described by the same equations as before, but with an extra stress tensor, which can be written in a form involving the usual microphysical variables, such as pressure and sound-speed. This is an important observation: even if the unsmoothed Universe was described by the perfect fluid equations (with $\tau=0$ ), the smoothed Universe requires the imperfect fluid equations (or equivalently, the collisional Boltzmann hierarchy). As such, the appearance of a stress tensor is generic, and, given that we must work with smoothed variables to ensure perturbativity, forces us to always describe the the description of the Universe as a non-ideal fluid.

A second consequence is that our fluid equations necessarily depend on microphysical parameters, such as $\tilde{c}_{s}^{2}$, which describe the backreaction of small-scale physics onto the large-scale Universe. These are sourced by UV physics at $k>\Lambda$ (such as dark matter halo formation and baryonic effects), and, as such, cannot be predicted within our theoretical framework. Instead, they must be fit from data or simulations. At first glance, the appearance of free parameters in the theory may seem alarming. In fact, this is a common phenomenon, as can be seen from the following analogy. Consider the flow of water in a pipe. Usually, this is described by fluid equations, which necessarily include viscous stresses. At its heart, viscosity is a microphysical phenomenon arising from the interactions between individual atoms, and cannot be predicted by fluid dynamics; instead it must be measured by experiment or predicted using advanced quantum mechanics (the UV completion). If one omits viscosity from the equations, our fluid descriptions of water would break down; the same is true if one omits the small-scale backreactions in cosmology. Finally, we note that the limitation imprinted by unknown microphysical parameters is also a selling point for the theory: all relevant UV physics is contained within a small set of numbers that are fit from data. As such, the EFTofLSS does not need to make assumptions on small-scale dynamics, unlike simulation-based approaches, which can be biased by the omission of UV physics, such as hydrodynamics.
b. Solving the Fluid Equations Given the non-ideal fluid equations of (4.3) and an understanding of the UV stress tensor, we may now proceed to solve the system perturbatively and obtain predictions for the density field and its correlators. At linear order, we recover the same solution as in §3, noting that the terms sourced by the stress tensor contribute only at
third order (after applying the long-short split). As such:

$$
\begin{equation*}
P_{\text {linear }}^{\mathrm{EFT}}(k, \tau)=D^{2}(\tau) P_{\mathrm{L}}(k), \quad(k<\Lambda) \tag{4.7}
\end{equation*}
$$

At higher order, we can apply the same perturbative approaches as for SPT, yielding the following system of equations:

$$
\begin{align*}
& \dot{\delta}_{\Lambda}(\mathbf{k}, \tau)+\theta_{\Lambda}(\mathbf{k}, \tau)=\int_{\mathrm{p}_{1} \mathrm{p}_{2}} \alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \theta_{\Lambda}\left(\mathbf{p}_{1}, \tau\right) \delta_{\Lambda}\left(\mathbf{p}_{2}, \tau\right)(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\mathbf{k}\right)  \tag{4.8}\\
& \dot{\theta}_{\wedge}(\mathbf{k}, \tau)+\mathcal{H}(\tau) \theta_{\Lambda}(\mathbf{k}, \tau)+\frac{3}{2} \mathcal{H}^{2}(\tau) \Omega_{m}(\tau) \delta_{\Lambda}(\mathbf{k}, \tau)=-\int_{\mathrm{p}_{1} \mathrm{p}_{2}} \beta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \theta\left(\mathbf{p}_{1}, \tau\right) \theta\left(\mathbf{p}_{2}, \tau\right)(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\mathbf{k}\right)-\tau_{\theta, \Lambda}(\mathbf{k}, \tau)
\end{align*}
$$

ignoring velocity vorticity for simplicity (though this can be generated at third order). The only differences between this and (3.8) is the use of smoothed fields and the appearance of the stress operator $\tau_{\theta}$ in the final line. This is defined in real-space as

$$
\begin{align*}
\tau_{\theta, \Lambda}(\mathbf{x}, \tau)=\partial^{i} \frac{1}{\rho_{\Lambda}(\mathbf{x}, \tau)} \partial^{j} \tau_{i j, \Lambda}^{U \vee}(\mathbf{x}, \tau) & =\tilde{c}_{s, \Lambda}^{2} \nabla^{2} \delta_{\Lambda}(\mathbf{x}, \tau)-\frac{1}{\mathcal{H}}\left(\tilde{c}_{v, b, \Lambda}^{2}+\tilde{c}_{v, s, \Lambda}^{2}\right) \nabla^{2} \theta_{\Lambda}(\mathbf{x}, \tau)+\cdots  \tag{4.9}\\
& =\left[\tilde{c}_{s, \Lambda}^{2}+f\left(\tilde{c}_{v, b, \Lambda}^{2}+\tilde{c}_{v, s, \Lambda}^{2}\right)\right](\tau) \nabla^{2} \delta_{\Lambda}(\mathbf{x}, \tau)+\cdots
\end{align*}
$$

where we have expanded to lowest order in $\delta_{\Lambda}$ in the final line (noting that the microphysical parameters start at second order). At this order, therefore, the backreaction of UV physics enters as an effective sound-speed $c_{s, \Lambda}^{2} \equiv\left[\tilde{c}_{s, \Lambda}^{2}+f\left(\tilde{c}_{V, b, \Lambda}^{2}+\tilde{c}_{V, s, \Lambda}^{2}\right)\right]$. ${ }^{3}$ To self-consistently account for the small-scale physics, we need simply solve the equations as before, but with an extra source of the form $c_{s, \Lambda}^{2}(\tau) k^{2} \delta_{\Lambda}(\mathbf{k}, \tau)$. At higher-orders, the stress tensor contains more terms; this is relevant for two-loop calculations and beyond.

Up to third-order, we thus find the EFT prediction for the matter density field and velocity field:

$$
\begin{align*}
\delta^{\mathrm{EFT}}(\mathbf{k}, \tau) & =D(\tau) \delta^{(1)}(\mathbf{k}, \tau)+D^{2}(\tau) \delta_{\Lambda}^{(2)}(\mathbf{k}, \tau)+D^{3}(\tau) \delta_{\Lambda}^{(3)}(\mathbf{k}, \tau)-c_{s, \Lambda}^{2}(\tau) k^{2} D(\tau) \delta^{(1)}(\mathbf{k}, \tau)+\cdots(4  \tag{4.10}\\
-\frac{1}{f(\tau) \mathcal{H}(\tau)} \theta^{\mathrm{EFT}}(\mathbf{k}, \tau) & =D(\tau) \theta^{(1)}(\mathbf{k}, \tau)+D^{2}(\tau) \theta_{\Lambda}^{(2)}(\mathbf{k}, \tau)+D^{3}(\tau) \theta_{\Lambda}^{(3)}(\mathbf{k}, \tau)-c_{s, \Lambda}^{2}(\tau) D(\tau) k^{2} \delta^{(1)}(\mathbf{k}, \tau)+\cdots,
\end{align*}
$$

where the first three terms match those predicted by SPT (though are defined only for $k<\Lambda$ ). The matter power spectrum (up to one-loop order), follows straightforwardly:

$$
\begin{equation*}
P_{\Lambda}^{\mathrm{EFT}}(k, \tau)=D^{2}(\tau) P_{\mathrm{L}}(k)+D^{4}(\tau)\left[2 P_{\Lambda}^{(13)}(k)+P_{\Lambda}^{(22)}(k)\right]-2 c_{s, \Lambda}^{2}(\tau) D^{2}(\tau) k^{2} P_{\mathrm{L}}(k) \tag{4.11}
\end{equation*}
$$

At this order, there are two key differences between the SPT and EFTofLSS predictions: (1) the loop integrals extend only to $\Lambda$, since we have smoothed the fields, (2) the appearance of the final term involving the sound-speed $c_{s, \Lambda}^{2}$. As we shall see, the union of the two ensures that the theory is self-consistent, and that it yields accurate results.
c. Renormalization Intrinsic to the above procedure was the smoothing scale, $\Lambda^{-1}$. Assuming $\Lambda<k_{N L}$, we argued that the non-ideal fluid equations could be solved perturbatively, yielding loop integrals truncated at $\Lambda$, alongside the introduction of microphysical parameters such as $c_{s, \Lambda}^{2}$, describing the fluctuations of the field at $k>\Lambda$. Importantly, both the truncated loop integrals and the microphysical parameters will depend on the value adopted for $\Lambda$. This may seem alarming, since the physical Universe does not contain a fixed smoothing scale; rather this is a tool that we have added to the equations in order to simplify calculations, and decouple the short- and large-scale regime. As such, observables such as the power spectrum should not depend on our choice of $\Lambda$. In fact, the EFTofLSS predictions do not depend on $\Lambda$ : the procedure for understanding this is known as 'renormalization', by analogy with similar approaches in quantum field theory. Here, we will paint a heuristic picture of renormalization: the finer mathematical details can be found in subsequent sections and associated works [e.g., 6, 7, 33].

We begin by examining the truncated $P^{(13)}$ loop integral, which has the explicit form:

$$
\begin{equation*}
P_{\Lambda}^{(13)}(k)=3 P_{\mathrm{L}}(k) \int_{|\mathrm{p}|<\Lambda} F_{3}(\mathbf{p},-\mathbf{p}, \mathbf{k}) P_{\mathrm{L}}(\mathbf{p}) \tag{4.12}
\end{equation*}
$$

[^2]To understand the effects of the cut-off, it is instructive to consider varying it slightly, from $\Lambda \rightarrow \Lambda^{\prime}$, where $\Lambda$ is large. Inserting the high- $p$ limit of the $F_{3}$ kernel, we can find the change in the loop integral:

$$
\begin{equation*}
P_{\Lambda^{\prime}}^{(13)}(k)=P_{\Lambda}^{(13)}(k)-\frac{61}{210} k^{2} P_{\mathrm{L}}(k) \int_{\Lambda}^{\Lambda^{\prime}} \frac{p^{2} d p}{6 \pi^{2}} \frac{P_{\mathrm{L}}(p)}{p^{2}} \equiv P_{\Lambda}^{(13)}(k)-k^{2} P_{\mathrm{L}}(k)\left[f\left(\Lambda^{\prime}\right)-f(\Lambda)\right] \tag{4.13}
\end{equation*}
$$

for some function $f(\Lambda)$. This has an important implication: as we vary $\Lambda$, the loop integral changes by an amount proportional to $k^{2} P_{\mathrm{L}}(k)$, which takes the same form as the speed-of-sound term in (4.11). Furthermore, the microphysical parameter $c_{s, \Lambda}^{2}$ will also change as we increase $\Lambda$, since we include fewer small-scale modes, and, moreover, do so in such a way as to exactly cancel the change in $P^{(13)}$. For this reason, the $c_{s, \Lambda}^{2}$ term is known usually as an ultraviolet counterterm (with the sound-speed being a Wilson coefficient). The essence of renormalization is that, although the individual loop integrals $\left(P_{\Lambda}^{(13)}\right)$ and counterterms $\left(c_{s, \Lambda}^{2}\right)$ vary as a function of $\Lambda$, their sum does not: therefore the overall theory is independent of the cut-off scale $\Lambda$. Mathematically, this implies that

$$
\begin{equation*}
D^{2}(\tau) P_{\Lambda}^{(13)}(k)-c_{s, \Lambda}^{2}(\tau) k^{2} P_{\mathrm{L}}(k)=D^{2}(\tau) P_{\Lambda^{\prime}}^{(13)}(k)-c_{s, \Lambda^{\prime}}^{2}(\tau) k^{2} P_{\mathrm{L}}(k) \tag{4.14}
\end{equation*}
$$

for all $\Lambda, \Lambda^{\prime} \gg k$ and at all times $\tau$. Roughly speaking, as we vary $\Lambda$, modes at $p \sim \Lambda$ shift from the loop integrals (where they are classed as long modes) to the microphysical parameters (being short modes). This conservation implies that our theory does not depend on $\Lambda$.

So far, we have considered only the 13-part of the matter power spectrum. However, renormalization is a general phenomenon and can be applied to any loop integral and any statistic. The 22-loop integral can be similarly analyzed by examining the dependence on the smoothing scale and identifying it with a relevant counterterm: in this case we find

$$
\begin{equation*}
P_{\Lambda^{\prime}}^{(22)}(k)=P_{\Lambda}^{(22)}(k)+\frac{9}{98} k^{4} \int_{\Lambda}^{\Lambda^{\prime}} \frac{p^{2} d p}{2 \pi^{2}} \frac{P_{\mathrm{L}}^{2}(p)}{p^{4}} \tag{4.15}
\end{equation*}
$$

i.e. a cut-off dependence of the form $k^{4}$. This is matches by the lowest-order term in the stochastic stress tensor $\Delta \tau_{\wedge}$, which enters the density field as $\delta^{\mathrm{EFT}}(\mathbf{k}, \tau) \supset \delta_{J}(\mathbf{k}, \tau)$ with $\left\langle\delta_{j} \delta_{j}\right\rangle \sim k^{4}$. In practice, this is small, and can usually be neglected. Combining the 13- and 22-type results we obtain the following one-loop EFTofLSS matter power spectrum:

$$
\begin{equation*}
P^{\mathrm{EFT}}(k, \tau)=D^{2}(\tau) P_{\mathrm{L}}(k)+D^{4}(\tau)\left[2 P^{(13)}(k)+P^{(22)}(k)\right]-2 c_{s, \infty}^{2}(\tau) D^{2}(\tau) k^{2} P_{\mathrm{L}}(k) \tag{4.16}
\end{equation*}
$$

where we have taken $\wedge$ (formally) to infinity, noting that the results do not depend on this choice. We see that the SPT result (the first three terms) is modified only by the last piece, which is the EFTofLSS correction. Similar results can be derived for any spectrum of interest, including one-point functions [45], bispectra [46? -49], trispectra [50, 51], marked correlators [52, 53], lognormal spectra [54], and beyond.
d. Numerical Results In Fig. 1 we show a numerical calculation of the EFTofLSS matter power spectrum, as obtained with the Class-PT code [32]. At redshift-zero, we find good agreement of theory and simulations up to $k \approx 0.2 h \mathrm{Mpc}^{-1}$, using the model of (4.16) with the $c_{s}^{2}$ counterterm fit from the $N$-body simulations. As expected, the inclusion of one-loop terms in the EFTofLSS model greatly improves the fit relative to the linear prediction; extension to two-loops improves this further (up to $k \approx 0.3 h \mathrm{Mpc}^{-1}$ ). The difference between the EFTofLSS and SPT prescriptions can be attributed to the counterterm, i.e. that we allow for the backreaction of small-scale modes via the counterterm. From this plot, it is clear that the EFTofLSS satisfies our second criterion for a good theory, as laid out at the start of §3 (see also [55]).
e. Counterterms and Divergences Before proceeding to the extensions of the EFTofLSS, let us spend a moment considering the counterterms (or microphysical parameters) in greater depth. As noted above, the counterterms are the sum of two contributions: one from the physical non-idealities in the underlying fluid (known as the finite part), and the second arising from the smoothing operation (the infinite part), which depends on $\Lambda$. The two are fully degenerate, i.e. since smoothing is a necessary part of the theory, we can never extract the physical part itself; rather, the value measured in experiments always depends on how we computed the loop integrals. Since the counterterms cannot be predicted by theory (without knowledge of the UV completion), this is not a problem in practice.

Up to this point, our intuition for the counterterms has come from their microphysical origin, i.e. the appearance of a stress tensor in the fluid equations. In most modern works, however, the counterterms are derived not from the fluid equations, but from the loop integrals themselves. For example, the dependence of $P_{\Lambda}^{(13)}(k)$ on $\Lambda$ informs us that the power spectrum must contain a counterterm of the form $g(\Lambda) k^{2} P_{\mathrm{L}}(k)$ such that the full expression is independent of $\Lambda$. Such an
argument does not require knowledge of the stress tensor, and is fully equivalent to our previous approaches (given that physical and $\Lambda$-dependent parts of the counterterms are always degenerate). This is of particular use when considering higher loop calculations, since one does not need to compute the stress tensor at high order; instead, one just considers the high- $p$ (UV) limits of the relevant integrals.

Finally, let us consider the generality of our results, i.e. their dependence on the initial conditions. In §3, we considered the behavior of the SPT loop integrals for large internal momentum ( $p \gg k$ ) and found them to be divergent for certain choices of power law cosmologies. In the EFTofLSS, however, there are no such divergences. This occurs since the domain of integration is bounded; since $p$ is limited by $\Lambda$ and the integrand is analytic, the loop integrals are guaranteed to be finite. If there are divergences lurking in the high- $p$ regime, they are themselves absorbed within the counterterms. Thus our third criterion for a good physical theory is satisfied.
f. Summary We conclude by summarizing the basic reasoning behind the EFTofLSS prescription. In brief, our pathway towards the density field model is the following:

1. Smoothing: To apply perturbation theory, we must work with a small expansion parameter. The usual density field in SPT is not guaranteed to be small, thus we smooth it on some characteristic wavenumber $\Lambda<k_{N L}$.
2. Non-Ideal Fluids: To derive equations for the smoothed variables, we must smooth the fluid equations via a coarsening procedure. This generates a stress tensor, even if none was present in the unsmoothed theory.
3. Stress Tensor: By expanding the fields into long $(k<\Lambda)$ and short $(k>\Lambda)$ components, we can write the stress tensor in terms of microphysical parameters including pressures and sound speeds. This can also be derived purely from symmetry arguments. We then solve the resulting equations perturbatively, finding corrections to the SPT results in the form of counterterms.
4. Renormalization: Both the limits of the loop integrals and the counterterm parameters depend on our choice of smoothing scale. Since the overall predictions should be independent of $\Lambda$, the counterterms must absorb the cut-off dependence of the integrals. The resulting forms yield accurate predictions of matter correlators and do not suffer from UV divergences. Furthermore, it is agnostic to the details of small-scale physics.
In the succeeding sections, we discuss the extension of these ideas to more general scenarios, and related subtleties.

## 5. THE LAGRANGIAN DESCRIPTION

In fluid dynamics, there are two ways in which to describe the system: (1) in the observer's frame, or (2) in the fluid's frame. Up to now, we have considered the first scenario, which leads to the Eulerian EFTofLSS. However, we may equivalently work in the fluid frame, resulting in Lagrangian perturbation theory (LPT) and the counterterm corrections thereof. In the below, we will briefly outline this approach, working first in the pure LPT framework, before introducing the EFTofLSS corrections [e.g., 56-62].
a. *From Eulerian to Lagrangian Space In the Eulerian picture we describe the cosmic fluid via its density and momentum variables. In contrast, the Lagrangian description considers the displacement of individual fluid elements from their initial positions, $\mathbf{q}$, to their late-time positions, $\mathbf{x}(\mathbf{q}, \tau)$ via the displacement vector $\boldsymbol{\Psi}$ (see [5] for a review):

$$
\begin{equation*}
\mathbf{x}(\mathbf{q}, \tau)=\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau) \tag{5.1}
\end{equation*}
$$

We also note the following continuity relation:

$$
\begin{equation*}
d \mathbf{q}=[1+\delta(\mathbf{x}, \tau)] d \mathbf{x} \tag{5.2}
\end{equation*}
$$

which follows from conservation of mass in the Eulerian (left) and Lagrangian (right) frame. Taking the Fourier transform of this, coupled with (5.1), we can write:

$$
\begin{equation*}
\int d \mathbf{q} e^{i k \cdot(\mathrm{q}+\Psi(\mathrm{q}, \tau))}=\int d \mathbf{x} e^{i k \cdot x}[1+\delta(\mathbf{x}, \tau)]=(2 \pi)^{3} \delta_{\mathrm{D}}(\mathbf{k})+\delta(\mathbf{k}, \tau) \tag{5.3}
\end{equation*}
$$

this (exactly) defines the density field $\delta$ in terms of the displacement $\psi$. For example, in the limit of small $\Psi$, we can expand the exponential, finding $\delta(\mathbf{k}, \tau)=i \mathbf{k} \cdot \boldsymbol{\Psi}(\mathbf{k}, \tau)+\cdots$.
b. *Solving for $\boldsymbol{\Psi}$ To proceed, we require the equations of motion for $\boldsymbol{\Psi}$. These can be derived from the Newtonian geodesic equations of motion for $\mathbf{x}$, combined with (5.1):

$$
\begin{equation*}
\ddot{\boldsymbol{\Psi}}(\mathbf{q}, \tau)+\mathcal{H}(\tau) \dot{\Psi}(\mathbf{q}, \tau)=-\nabla_{\times} \phi(\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau), \tau) \tag{5.4}
\end{equation*}
$$

noting that the derivative is with respect to the Eulerian coordinate $\mathbf{x}$. At linear order, the equation simplifies

$$
\begin{equation*}
\nabla \cdot \ddot{\boldsymbol{\Psi}}_{1}(\mathbf{q}, \tau)+\mathcal{H}(\tau) \nabla \cdot \dot{\boldsymbol{\Psi}}_{1}(\mathbf{q}, \tau)=-\frac{3}{2} \mathcal{H}^{2}(\tau) \Omega_{m}(\tau) \delta_{1}(\mathbf{q}, \tau) \tag{5.5}
\end{equation*}
$$

taking the dot product and utilizing the Poisson equation. As in SPT, this is solved by asserting a separable solution, yielding

$$
\begin{equation*}
\boldsymbol{\Psi}_{1}(\mathbf{k}, \tau)=D(\tau) \frac{i \mathbf{k}}{k^{2}} \delta_{\mathrm{L}}(\mathbf{k}) \tag{5.6}
\end{equation*}
$$

where $D(\tau)$ is the growth function used previously.
Beyond linear order, we may solve the LPT equation (5.4) by first rewriting it in Fourier-space:

$$
\begin{equation*}
\ddot{\Psi}(\mathbf{k}, \tau)+\mathcal{H}(\tau) \dot{\Psi}(\mathbf{k}, \tau)=\frac{3}{2} \mathcal{H}^{2}(\tau) \Omega_{m}(\tau) \int_{\mathrm{p}} \frac{i \mathbf{p}}{p^{2}} \delta(\mathbf{p}, \tau) \int d \mathbf{q} e^{-i \mathbf{k} \cdot \mathrm{q}} e^{i \mathrm{p} \cdot[\mathrm{q}+\Psi(\mathrm{q}, \tau)]} \tag{5.7}
\end{equation*}
$$

where we have inserted the Poisson equation. The expression is then solved via perturbative expansion, defining the general solution:

$$
\begin{equation*}
\boldsymbol{\Psi}(\mathbf{q}, \tau)=\sum_{n=0}^{\infty} D^{n}(\tau) \boldsymbol{\Psi}^{(n)}(\mathbf{q}) \tag{5.8}
\end{equation*}
$$

assuming approximate time-space separation (which becomes exact in the Einstein de-Sitter limit). As in the Eulerian case, the $n$-th order solution can be written as a convolution over $n$ copies of the linear density field $\delta_{L}$ :

$$
\begin{equation*}
\boldsymbol{\Psi}^{(n)}(\mathbf{k}, \tau)=\frac{i}{n!} \int_{\mathrm{p}_{1} \cdots \mathrm{p}_{n}} \mathbf{L}_{n}\left(\mathbf{p}_{1}, \cdots, \mathbf{p}_{n}\right)\left\{\delta_{\mathrm{L}}\left(\mathbf{p}_{1}\right) \cdots \delta_{\mathrm{L}}\left(\mathbf{p}_{n}\right)\right\}(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\cdots+\mathbf{p}_{n}-\mathbf{k}\right) \tag{5.9}
\end{equation*}
$$

where $\mathbf{L}_{n}$ are the LPT kernels. ${ }^{4}$ These kernels can be obtained from (5.7), and the first two take the form [cf. 23, 63]:

$$
\begin{equation*}
\mathbf{L}_{1}(\mathbf{k})=\frac{\mathbf{k}}{k^{2}}, \quad \mathbf{L}_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{3}{7} \frac{\mathbf{k}}{k^{2}}\left[1-\frac{\left(\mathbf{p}_{1} \cdot \mathbf{p}_{2}\right)^{2}}{p_{1}^{2} p_{2}^{2}}\right] \tag{5.10}
\end{equation*}
$$

with $\mathbf{k} \equiv \mathbf{p}_{1}+\mathbf{p}_{2}$.
c. *Correlators Armed with the perturbative expansion for $\boldsymbol{\Psi}$, we can compute correlators of the matter density field. Using the relation between $\delta$ and $\boldsymbol{\Psi}$ (5.3), the power spectrum can be written at arbitrary order

$$
\begin{align*}
P^{\mathrm{LPT}}(k, \tau) & =\int d \mathbf{q} d \mathbf{q}^{\prime} e^{i k \cdot\left(\mathrm{q}-\mathrm{q}^{\prime}\right)}\left\langle\left[e^{i k \cdot \psi(\mathrm{q}, \tau))}-1\right]\left[e^{-i k \cdot \psi\left(\mathrm{q}^{\prime}, \tau\right)}-1\right]\right\rangle  \tag{5.11}\\
& =\int d \mathbf{q} e^{i \mathrm{k} \cdot \mathrm{q}}\left\langle\left[e^{i \mathrm{k} \cdot \Delta \Psi(\mathrm{q}, \tau)}-1\right]\right\rangle
\end{align*}
$$

switching to relative variables in the second line and defining $\Delta \boldsymbol{\Psi}(\mathbf{q}, \tau)=\boldsymbol{\Psi}(\mathbf{q}, \tau)-\boldsymbol{\Psi}(\mathbf{0}, \tau)$. Whilst one could evaluate this by Taylor expanding the exponential, this is valid only if $\boldsymbol{\Psi}$ is small. Instead, we can proceed via the cumulant theorem, which states that $\left\langle e^{i X}\right\rangle=e^{-\left\langle X^{2}\right\rangle} / 2$ for a mean-zero Gaussian random field $X$. For the first-order solution, this implies

$$
\begin{equation*}
P^{\mathrm{Zel}}(k, \tau)=\int d \mathbf{q} e^{i \mathrm{k} \cdot \mathrm{q}}\left[e^{\left.-\left.\frac{1}{2}\langle | \mathrm{k} \cdot \Delta \psi_{1}(\mathrm{q}, \tau)\right|^{2}\right\rangle}-1\right]=\int d \mathbf{q} e^{i \mathrm{k} \cdot \mathrm{q}}\left[\exp \left(D^{2}(\tau) k_{i} k_{j} \iint_{\mathrm{p}} \frac{p^{i} p^{j}}{p^{4}} P_{\mathrm{L}}(p)\left(e^{i \mathrm{q} \cdot \mathrm{p}}-1\right)\right)-1\right],( \tag{5.12}
\end{equation*}
$$

[^3]which is usually known as the Zel'dovich solution [e.g., 61]. In the second equality, we have evaluated the expectation in terms of the $\psi^{(1)}$ functions and simplified. The remaining integral can be simplified further, yielding
\[

$$
\begin{equation*}
P^{\mathrm{Zel}}(k, \tau)=\int d \mathbf{q} e^{i k \cdot \mathrm{q}} \exp \left(-D^{2}(\tau) k^{2} \int \frac{p^{2} d p}{2 \pi^{2}} \frac{P_{\mathrm{L}}(p)}{p^{2}}\left[\frac{1}{3}\left(1-j_{0}(p q)-j_{2}(p q)\right)+(\hat{\mathbf{k}} \cdot \hat{\mathbf{q}})^{2} j_{2}(p q)\right]\right) \tag{5.13}
\end{equation*}
$$

\]

dropping a term contributing only to $\mathbf{k}=\mathbf{0}$.
Beyond leading order, the LPT power spectra can be evaluated by Taylor expansions of the form:

$$
\begin{equation*}
e^{i k \cdot \Delta \psi(\mathrm{q}, \tau)}=e^{i D(\tau) \mathrm{k} \cdot \Delta \psi^{(1)}(\mathrm{q}, \tau)}\left[1-i D^{2}(\tau) \mathbf{k} \cdot \Delta \boldsymbol{\Psi}^{(2)}(\mathbf{q}, \tau)-i D^{3}(\tau) \mathbf{k} \cdot \Delta \boldsymbol{\Psi}^{(3)}(\mathbf{q}, \tau)+\cdots\right] \tag{5.14}
\end{equation*}
$$

where we expand higher order terms (assuming them to be small), but leave the Gaussian piece $\left(\boldsymbol{\Psi}^{(1)}\right)$ exponentiated. The resulting expressions can be evaluated in terms of the linear power spectrum using cumulant theorems of the form

$$
\begin{equation*}
\left.\left\langle(i X)^{n} e^{i x}\right\rangle \equiv\left(\frac{\partial}{\partial t}\right)^{n}\left[e^{-\frac{t^{2}}{2}\left\langle X^{2}\right\rangle}\right]\right|_{t=1} \tag{5.15}
\end{equation*}
$$

where $X$ is some linear function of $\delta_{L}$. Such results have been used to obtain the LPT power spectra and bispectra to high loop order [62]; we will not quote the results here for the sake of brevity, but note that their form generically involves loop integrals over copies of the linear power spectrum.

Before continuing, let us briefly remark on the differences between SPT and LPT. Both approaches employ solve their defining equations as perturbative expansions in the first-order solution, be it $\delta^{(1)} \equiv \delta_{\mathrm{L}}$ or $\psi^{(1)}$. Since the underlying equations are equivalent, one might expect LPT and SPT to produce the same correlators. In fact, this is not the case, as can be seen from comparing the first-order solutions: $P_{\mathrm{L}}$ (SPT) and the Zel'dovich power spectrum (5.13). The main difference arises since we left the first-order displacement exponentiated in the LPT derivation; as such, the solution contains exponentials in $P_{\mathrm{L}}$. In the limit of small power spectra, we can expand this term finding

$$
\begin{equation*}
P^{\mathrm{Zel}}(k, \tau)=D^{2}(\tau) P_{\mathrm{L}}(k)+\cdots \tag{5.16}
\end{equation*}
$$

dropping terms at second order in $P_{\mathrm{L}}(k)$. Thus, the first-order LPT and SPT solutions agree to $\mathcal{O}\left(P_{\mathrm{L}}\right)$. This is a general result: it can be shown that, at any given order, the LPT solution is equivalent to that of SPT, with differences arising only from terms of higher order.
d. *Small-Scale Contributions Having outlined the standard formulation of LPT, we now turn to its modifications within the EFTofLSS [e.g., 57-60]. The overall picture is similar to that of $\S 4$; the conventional procedure does not correctly account for non-perturbative matter fluctuations on small-scales, which leads to inaccurate predictions for cosmological correlators.

Analogous to the Eulerian case, we begin by reformulating the theory in terms of smoothed variables, here the displacement field and peculiar potential:

$$
\begin{equation*}
\boldsymbol{\Psi}(\mathbf{q}, \tau) \rightarrow \boldsymbol{\Psi}_{\wedge}(\mathbf{q}, \tau), \quad \phi(\mathbf{x}, \tau) \rightarrow \phi_{\wedge}(\mathbf{x}, \tau) \tag{5.17}
\end{equation*}
$$

The equation of motion (5.4) is transformed as

$$
\begin{align*}
\ddot{\boldsymbol{\Psi}}_{\wedge}(\mathbf{q}, \tau)+\mathcal{H}(\tau) \dot{\Psi}_{\wedge}(\mathbf{q}, \tau) & =-\left[\nabla_{\times} \phi(\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau), \tau)\right]_{\wedge}  \tag{5.18}\\
& =-\nabla_{\times} \phi_{\wedge}\left(\mathbf{q}+\boldsymbol{\Psi}_{\wedge}(\mathbf{q}, \tau), \tau\right)+\mathbf{a}_{\wedge}\left(\mathbf{q}, \boldsymbol{\Psi}_{\wedge}(\mathbf{q}, \tau), \tau\right)
\end{align*}
$$

where, in the second line we separate out the usual gradient term (in ters of smoothed variables) and a new acceleration piece. The latter arises from small-scale fluctuations at $k>\Lambda$, which are present due to the non-linear structure of $\nabla_{\times} \phi(\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau), \tau)$.

As before, the precise source term $\mathbf{a}_{\wedge}$ cannot be predicted within our smoothed theory; it is set by the dynamics of the short-wavelength fields. Rather than consider this explicitly (see [57] for details), we here derive its physical form by symmetry arguments, importantly including its dependence on the smoothed (long-wavelength) variables in our theory. Given that a must transform as a vector and obey the equivalence principle, as well as isotropy and homogeneity, the simplest dependence of a on $\delta_{\Lambda}$ must be a term involving $\nabla \delta$. At leading order in $\delta_{\Lambda}$, we therefore find:

$$
\begin{equation*}
\mathbf{a}_{\wedge}\left(\mathbf{q}, \boldsymbol{\Psi}_{\wedge}(\mathbf{q}, \tau), \tau\right)=\mathbf{a}_{0, \wedge}(\tau)+a_{1, \wedge}(\tau) \nabla_{\times} \delta_{\wedge}(\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau), \tau)+\cdots \tag{5.19}
\end{equation*}
$$



FIG. 2. The impact of infra-red resummation on the matter power spectrum. We plot the ratio of perturbative predictions for the matter power spectrum to that obtained from simulations for three models: two-loop SPT (pink); the EFTofLSS without IR resummation (red); the EFTofLSS including IR resummation (blue). The pre-resummed spectra exhibit additional wiggles in the fit, due to mistreatment of non-perturbative displacements. IR resummation recitifies this, resulting in a much improved fit to data. Figure adapted from [64].
where $\mathbf{a}_{0, \wedge}$ is a piece uncorrelated with the large-scale modes, and $a_{1, \Lambda}$ is a (Wilson) coefficient whose value cannot be predicted by theory. Here, the free coefficients $\mathbf{a}_{0, \wedge}$ and $a_{1, \wedge}$ act analogously to the pressures and sound-speeds entering the Eulerian description (which could also be obtained from symmetry arguments).

To obtain the EFTofLSS prediction for the LPT power spectra, we must thus solve the equations of motion in the presence of the counterterms involving $\mathbf{a}_{\wedge}$. This yields a simple modification to the previous results:

$$
\begin{equation*}
\boldsymbol{\Psi}_{\Lambda}^{\mathrm{EFT}}(\mathbf{k}, \tau)=D(\tau) \boldsymbol{\Psi}^{(1)}(\mathbf{k}, \tau)+D^{2}(\tau) \boldsymbol{\Psi}_{\Lambda}^{(2)}(\mathbf{k}, \tau)+D^{3}(\tau) \boldsymbol{\Psi}_{\Lambda}^{(3)}(\mathbf{k}, \tau)+\boldsymbol{\alpha}_{0, \Lambda}(\tau)+\alpha_{1, \Lambda}(\tau) D(\tau)(i \mathbf{k}) \delta_{\Lambda}^{(1)}(\mathbf{k}, \tau)+\cdots \tag{5.20}
\end{equation*}
$$

where $\alpha_{i, \Lambda}$ encode the small-scale physics. As in SPT, the presence of smoothing also instructs us to truncate any loop integrals at momentum $\wedge$. Given these results, we can compute arbitrary correlators, though caution that these are usually more involved than their SPT equivalents. Whilst we do not give the full forms here, let us consider briefly the effects of the counterterms on the one-loop power spectrum (working to leading order in $P_{\mathrm{L}}$ ):

$$
\begin{equation*}
P^{\mathrm{LPT}-\mathrm{EFT}}(k, \tau)=P_{\Lambda}^{\mathrm{LPT}}(k, \tau)\left[1-\tilde{\alpha}_{\Lambda}(\tau) k^{2}+\cdots\right] \tag{5.21}
\end{equation*}
$$

As before, the counterterm gives a correction of the form $k^{2} P_{\mathrm{L}}(k)$ accompanied by an unknown coefficient $\tilde{\alpha}_{\wedge}(\tau)$. As in $\S 4$, this has two contributions: (a) a piece absorbing the cut-off dependence of the theory, ensuring that the final correlator is independent of $\Lambda$ and thus renormalized; (b) a term encapsulating small-scale physics that cannot be modelled by the smoothed theory. With its inclusion, we can obtain good fits of theory to data, whose accuracy increases as we include higher loops (and thus more counterterms) in the theory.

## 6. INFRARED RESUMMATION

We now turn to one of the more mysterious facets of the EFTofLSS: infrared (IR) resummation. As before, our emphasis is on physical intuition rather than mathematical completeness, so the discussion herein will be somewhat heuristic (though we note that all results have been proved precisely elsewhere [e.g. 48, 64-70]).

In short, infrared resummation is a procedure induced to fix a shortcoming in the Eulerian formulation of the EFTofLSS, which causes the resulting power spectra to be overly wiggly (first described in [64]). This is shown in Fig. 2; we note that the ratio of EFTofLSS to simulated spectra (red) exhibits percent-level oscillations around the baryon acoustic oscillation (BAO) frequency. Although the model correctly predicts the overall shape of the spectrum (known as the broadband), it fails to fully capture the oscillations. Physically, the reason behind this is as follows. In the initial conditions, the BAO feature is a sharp oscillation induced by the preferred clustering of matter on distances of $r \sim 100 h^{-1} \mathrm{Mpc}$. As the Universe evolves, galaxies shift relative to their initial positions due to large-wavelength bulk flows, thus any formerly sharp phenomenon gets blurred out on the scale of displacement scale. For correlators such as the matter power spectrum, such features manifest
themselves as bumps or wiggles, whose amplitudes must decay with time. This is damping is not captured by pure Eulerian theories.
a. Long-Wavelength Displacements in the EFTofLSS Why do Eulerian theories fail to model the blurring of primordial features? To understand this, we must look to the Lagrangian picture. In particular, we recall the relation between the density field $\delta$ and the displacement $\boldsymbol{\Psi}$ given in (5.3):

$$
\begin{equation*}
\delta(\mathbf{k}, \tau)=\int d \mathbf{q} e^{i \mathrm{k} \cdot \mathrm{q}}\left(e^{i \mathrm{k} \cdot \Psi(\mathrm{q}, \tau)}-1\right) \stackrel{?}{=} \int d \mathbf{q} e^{i \mathrm{k} \cdot \mathrm{q}}\left(i \mathbf{k} \cdot \boldsymbol{\Psi}(\mathbf{q}, \tau)-\frac{1}{2}(\mathbf{k} \cdot \boldsymbol{\Psi}(\mathbf{q}, \tau))^{2}+\cdots\right) \tag{6.1}
\end{equation*}
$$

Under-the-hood, any Eulerian perturbation theory proceeds by Taylor expanding the exponential term (as in the right-hand equation), and assuming the displacements to be small. However, this assumption may be invalid! Working in the Zel'dovich limit (where $\boldsymbol{\Psi}(\mathbf{k}, \tau)=\left(i \mathbf{k} / k^{2}\right) D(\tau) \delta_{\mathrm{L}}(\mathbf{k})$ ), we can estimate the mean square displacement:

$$
\begin{equation*}
\sigma_{\Psi}^{2}(\tau) \equiv \frac{1}{3}\left\langle\boldsymbol{\Psi}_{\mathrm{Zel}}(\mathbf{q}, \tau) \cdot \boldsymbol{\Psi}_{\mathrm{Zel}}^{*}(\mathbf{q}, \tau)\right\rangle=D^{2}(\tau) \int \frac{k^{2} d k}{6 \pi^{2}} \frac{P_{\mathrm{L}}(k)}{k^{2}} \tag{6.2}
\end{equation*}
$$

for our Universe the integral yields $\approx 20 h^{-1} \mathrm{Mpc}$. Importantly, this scale is large, which indicates (a) that considerable smoothing of the BAO feature has occurred, and (b) that we should not have Taylor expanded the displacement term. A formal statement of this problem is that Eulerian perturbation theories incorrectly treat long-wavelength displacements (on scales $\sigma_{\psi}$ ) by assuming them to be perturbative.

One may ask why this effect only impacts features in the power spectrum, i.e. why the broadband shape is unaffected. This can be simply demonstrated by symmetry arguments: bulk flows must conserve both mass and momentum, which implies that their corrections to the broadband power spectrum must enter only at $k^{4}$ (since integrated mass scales as $k^{0}$ and momentum as $k^{2}$ ). These corrections are highly subdominant to standard one- and two-loop corrections. We further note that this problem is generic: semi-analytic models based on linear theory (such as halofit [21, 22]), also exhibit spurious enhancements of the BAO wiggles at low redshift. Furthermore, it applies similarly to any other sharp primordial features [e.g., 71], if present.
b. Solution: Heuristic Picture The above discussion gives hints as to how this effect can be ameliorated. Whilst leaving the entire displacement exponentiated would solve the problem (and is the approach of conventional Lagrangian treatments, cf. §5), the resulting integrals are difficult to compute, and, working in an Eulerian framework is often desirable. A more practical method is to instead leave only part of the displacement term exponentiated, i.e. that corresponding to long-wavelength displacements [e.g., 48, 69, 70]. We briefly outline this below in the context of the matter power spectrum.

To separate out the impact of bulk flows on the broadband and features, it is useful to decompose the primordial matter power spectrum into two pieces, denoted 'non-wiggly' and 'wiggly':

$$
\begin{equation*}
P_{\mathrm{L}}(k)=P_{\mathrm{L}, \mathrm{nw}}(k)+P_{\mathrm{L}, \mathrm{w}}(k), \tag{6.3}
\end{equation*}
$$

where oscillations appear only in the latter component. This can be done via discrete sine transforms, and is usually implemented such that wiggly spectra do not contribute to displacement terms (i.e. $\sigma_{\psi}^{2}=0$ if one replaces $P_{\mathrm{L}}$ with $P_{\mathrm{L}, \mathrm{w}}$ in 6.2). Next, we take the defining equation for LPT power spectra (5.11), which can be written [e.g., 61]

$$
\begin{equation*}
(2 \pi)^{3} \delta_{\mathrm{D}}(\mathbf{k})+P(k, \tau) \equiv \int d \mathbf{q} e^{i k \cdot \mathrm{q}} \exp \left(-\frac{1}{2} k_{i} k_{j} A^{i j}(\mathbf{q}, \tau)+\cdots\right) \tag{6.4}
\end{equation*}
$$

where $A^{i j}(\mathbf{q}, \tau)=\left\langle\Delta \Psi^{i}(\mathbf{q}, \tau) \Delta \Psi^{j}(\mathbf{q}, \tau)\right\rangle$ and the ellipsis represents higher-order cumulants. At leading order, the variance takes the form

$$
\begin{equation*}
A^{i j}(\mathbf{q}, \tau)=2 D^{2}(\tau) \int_{\mathrm{p}} \frac{p^{i} p^{j}}{p^{4}} P_{\mathrm{L}}(p)\left(1-e^{i \mathrm{p} \cdot \mathrm{q}}\right)+\cdots \equiv A_{\operatorname{lin}}^{i j}(\mathbf{q}, \tau)+\cdots \tag{6.5}
\end{equation*}
$$

(cf. 5.12). Utilizing the above wiggly-smooth decomposition, this can be written as the sum of two pieces: $A_{n w}^{i j}+A_{w}^{i j}$, where the first takes the form of (6.5) but using only the broadband power spectrum $P_{\mathrm{L}, \mathrm{nw}}$, and the second is the remainder. Schematically, this gives the following power spectrum (dropping a term contributing only to $\mathbf{k}=\mathbf{0}$ )

$$
\begin{equation*}
P(k, \tau)=\int d \mathbf{q} e^{i k \cdot q} \exp \left(-\frac{1}{2} k_{i} k_{j}\left[A_{\mathrm{nw}}^{i j}(\mathbf{q}, \tau)+A_{\mathrm{w}}^{i j}(\mathbf{q}, \tau)\right]+\text { higher-order }\right) \tag{6.6}
\end{equation*}
$$

Up to this point, we have made no approximations, with (6.6) being simply a rearrangement of the previous LPT power spectrum. The trick of IR resummation is to perform a partial Taylor expansion of this expression, expanding lower order terms whilst keeping the first-order part of $A_{n w}^{i j}$ exponentiated. This works since the non-perturbative displacements are confined to the no-wiggle variance $A_{n w}^{i j}$ (by definition of $P_{\mathrm{w}}$ ), and are primarily sourced at linear order, i.e. by $A_{\text {lin, nw }}^{i j}$. Again working schematically, we find the following IR-resummed expression (derived in [69]):

$$
\begin{align*}
P^{\mathrm{R}-\mathrm{res}}(k, \tau)=\int & d \mathbf{q} e^{i \mathrm{k} \cdot \mathrm{q}} e^{-\frac{1}{2} k_{i} k_{j} A_{\mathrm{lin}, \mathrm{nv}}^{i j}(\mathrm{q}, \tau)}(1+\text { higher-order no-wiggle })  \tag{6.7}\\
& +\int d \mathbf{q} e^{i \mathrm{k} \cdot \mathrm{q}} e^{-\frac{1}{2} k_{i} k_{j} A_{\mathrm{lin}, \mathrm{nv}}^{i j}(\mathrm{q}, \tau)}\left(-\frac{1}{2} k_{i} k_{j} A_{\mathrm{lin}, \mathrm{w}}^{i j}(\mathbf{q}, \tau)+\text { higher-order wiggly }\right)
\end{align*}
$$

which can be extended to arbitrary order. Noting that long-wavelength displacements do not affect the broadband, the first term is just the usual power spectrum (evaluated using SPT, or the EFTofLSS), except with the linear power spectrum replaced by its dewiggled equivalent, which we will write as $P_{\mathrm{nw}}(k, \tau)$ to all orders. Following some a little algebra (analogous to that done for the Zel'dovich spectrum in $\S 5)$, the second can be written

$$
\begin{equation*}
P^{\mathrm{R}-\mathrm{res}}(k, \tau)-P_{\mathrm{nw}}(k, \tau)=e^{-k^{2} \Sigma^{2}(\tau)}\left(D^{2}(\tau) P_{\mathrm{L}, \mathrm{w}}(k)+\text { higher-order wiggly }\right) \tag{6.8}
\end{equation*}
$$

Thus, the wiggly part is damped by a scale $\Sigma$, given by

$$
\begin{equation*}
\Sigma^{2}(\tau) \approx D^{2}(\tau) \int_{0}^{0.2 h \mathrm{Mpc}^{-1}} \frac{p^{2} d p}{6 \pi^{2}} \frac{P_{\mathrm{L}, \mathrm{nw}}(p)}{p^{2}}\left[1-j_{0}\left(p q_{\mathrm{BAO}}\right)+j_{2}\left(p q_{\mathrm{BAO}}\right)\right] ; \tag{6.9}
\end{equation*}
$$

this gives the characteristic amplitude of bulk flows at the BAO wavenumber, $q_{\mathrm{BAO}} \approx 2 \pi / 100 h \mathrm{Mpc}^{-1}$.
Collecting results, the leading-order IR-resummed power spectrum is given by

$$
\begin{equation*}
P_{\mathrm{lin}}^{\mathrm{RR}-\mathrm{res}}(k, \tau)=D^{2}(\tau)\left[P_{\mathrm{L}, \mathrm{nw}}(k)+e^{-k^{2} \Sigma^{2}(\tau)} P_{\mathrm{L}, \mathrm{w}}(k)\right], \tag{6.10}
\end{equation*}
$$

since $P_{\mathrm{nw}}(k, \tau)=D^{2}(\tau) P_{\mathrm{L}, \mathrm{nw}}(k)$ at leading order. Here, we see that IR resummation has achieved the desired result: it has suppressed the BAO wiggles by an appropriate factor, whilst leaving the broadband unchanged (at least up to two-loop terms). A similar calculation can be used to compute the one-loop EFTofLSS power spectrum, including IR resummation. In this case, we find [70]

$$
\begin{align*}
P_{1-\text { loop }}^{\mathrm{RR}-\text { res }}= & D^{2}(\tau)\left[P_{\mathrm{L}, \mathrm{nw}}(k)+e^{-k^{2} \Sigma^{2}(\tau)}\left(1+k^{2} \Sigma^{2}(\tau)\right) P_{\mathrm{L}, \mathrm{w}}(k)\right]  \tag{6.11}\\
& +D^{4}(\tau)\left[P_{1-\text { loop }, \mathrm{nw}}(k)+e^{-k^{2} \Sigma^{2}(\tau)} P_{1-\text { loop }, \mathrm{w}}(k)\right]
\end{align*}
$$

This involves two one-loop terms: the no-wiggle term is given by the usual EFTofLSS (or SPT) formulae with $P_{\mathrm{L}}$ replaced by $P_{\mathrm{L}, \mathrm{nw}}$, and the second is the difference, i.e. $P_{1 \text {-loop }}-P_{1 \text {-loop,nw. }}$. As before, the action of IR resummation is to suppress the wiggly contributions; here, we note that the linear piece contains an extra factor ( $1+k^{2} \Sigma^{2}$ ) to avoid double-counting of long-wavelength displacements, since this factor has already been expanded from the exponential in the one-loop terms. The resulting power spectrum (at two-loop order) is shown in Fig. 2, and, as expected, finds a much improved fit to the data, without the spurious wiggles (though applicable to the same range of scales, since we have not modified the broadband).

Though our derivation here has been heuristic, the above ideas can be formalized precisely. This has been achieved both with reference to Lagrangian perturbation theory and via the mechanics of 'time-sliced perturbation theory'; the interested reader can consult $[67,68]$ for further details. We finally note that the above procedure extends similarly to higher-order statistics; we once again find that the non-wiggly parts of the spectrum are unaffected, whilst the wiggly components are suppressed by factors akin to $e^{-k^{2} \Sigma^{2}}$.
c. *Solution: Exact Picture The above IR resummation procedure (based on wiggly-smooth decompositions) is accurate and has been successfully applied to data on a number of occasions, with any approximations incurring errors that are always loop-suppressed. For completeness however, we note an alternative procedure that does not require such decompositions, based on [64-66]. This is the original manner in which IR resummation was conceived.

This procedure starts by identifying two parameters intrinsic to perturbative solutions of the matter power spectrum [cf. 64]:

$$
\begin{equation*}
\epsilon_{\delta}(k, \tau)=D^{2}(\tau) \int_{0}^{k} \frac{p^{2} d p}{2 \pi^{2}} P_{\mathrm{L}}(p), \quad \epsilon_{\psi}(k, \tau)=k^{2} D^{2}(\tau) \int_{0}^{k} \frac{p^{2} d p}{6 \pi^{2}} \frac{P_{\mathrm{L}}(p)}{p^{2}} \tag{6.12}
\end{equation*}
$$

which control the amplitude of density perturbations (equal to the variance of the smoothed field $\Lambda$ ) and long-wavelength displacements respectively (analogus to $\sigma_{\Psi}^{2}$ in 6.2). In the conventional perturbative solution of the fluid equations, we implicitly perform a Taylor expansion in both variables; in practice, the latter parameter is not small, sourcing the underdamped wiggles. In the approach of [REF: X], one recasts the solutions as Taylor series only in $\epsilon_{\delta}$ (which are valid on perturbative scales), avoiding the requirement of small $\epsilon_{\psi}$.

In practice, this is done by working with the Lagrangian kernel

$$
\begin{equation*}
K(\mathbf{k}, \mathbf{q}, \tau)=\left\langle e^{i k \cdot \Delta \psi(\mathrm{q}, \tau)}\right\rangle=\exp \left(-\frac{1}{2} k_{i} k_{j} A^{i j}(\mathbf{q}, \tau)+\cdots\right) \tag{6.13}
\end{equation*}
$$

as in (6.4), dropping higher-order cumulants. This can be Taylor expanded up to $N$-th order in two ways: (a) as a double power series in $\epsilon_{\delta}$ and $\epsilon_{\psi}$, denoted $K\left|\left.\right|_{N}\right.$; (b) as a power series only in $\epsilon_{\delta}$ (leaving other terms in the exponential), denoted $\left.K\right|_{N}$. Denoting the lowest-order (Zel'dovich) solution as $K_{0}$, the $N$-th order term can be written:

$$
\begin{align*}
\left.K(\mathbf{k}, \mathbf{q}, \tau)\right|_{N} & \left.\approx K_{0}(\mathbf{k}, \mathbf{q}, \tau) \cdot \frac{K(\mathbf{k}, \mathbf{q}, \tau)}{K_{0}(\mathbf{k}, \mathbf{q}, \tau)} \right\rvert\, \|_{N}  \tag{6.14}\\
& =\sum_{j=0}^{N}\left(K_{0}(\mathbf{k}, \mathbf{q}, \tau) \cdot K_{0}^{-1}(\mathbf{k}, \mathbf{q}, \tau) \|_{N-j}\right) \cdot K_{j}(\mathbf{k}, \mathbf{q}, \tau)
\end{align*}
$$

In the first line, we have multiplied and divided by the Gaussian solution, and noted that we can replace the exact ratio $\left(\left.\left[K / K_{0}\right]\right|_{N}\right)$ with that truncated at $N$-th order also in $\epsilon_{\psi}\left(\left[K / K_{0}\right]| |_{N}\right)$, since long-wavelength displacements mostly cancel in the ratio. In the second line, we have rewritten the ratio as a product of two terms (valid to $N$-th order in $\epsilon_{\delta}$ ), where $K_{j}(\mathbf{q}, \mathbf{k}, \tau)$ represents the $j$-th order term (in both expansion parameters). Whilst this may seem only to be a gimmick, it is relatively fundamental, since we have expressed the full kernel (including long wavelength modes) in terms of expressions with the long-wavelengths mdes expanded (i.e. a Taylor series in $\epsilon_{\psi}$ ), which can be evaluated with the usual EFTofLSS (or SPT) formulae.

To proceed, we can insert (6.14) into the relevant correlators, such as the matter power spectrum. At $N$-th order in $\epsilon_{\delta}$, i.e. $(N-2) / 2$ loops

$$
\begin{equation*}
\left.P^{\mathrm{IR}-\mathrm{res}}(k, \tau)\right|_{N}=\int d \mathbf{q} e^{i k \cdot q} \sum_{j=0}^{N} F_{\|_{N-j}}(\mathbf{k}, \mathbf{q}, \tau) \cdot K_{j}(\mathbf{k}, \mathbf{q}, \tau) \tag{6.15}
\end{equation*}
$$

defining

$$
\begin{equation*}
F_{\| N-j}(\mathbf{k}, \mathbf{q}, \tau)=K_{0}(\mathbf{k}, \mathbf{q}, \tau) \cdot K_{0}^{-1}(\mathbf{k}, \mathbf{q}, \tau) \|_{N-j} \tag{6.16}
\end{equation*}
$$

Here, the relevant power spectrum kernel is the usual form $K_{j}$, Taylor expanded as per usual perturbative prescriptions, and a new kernel $F_{\| N-j}$, which corrects for the effects of this expansion. Following a little manipulation, the final result can be easily expressed in real-space, through the correlation function $\xi(\mathbf{r})$ at $(N-2) / 2$-loop order:

$$
\begin{equation*}
\left.\xi^{\mid \mathrm{R}-\mathrm{res}}(r, \tau)\right|_{N}=\sum_{j=0}^{N} \int_{0}^{\infty} q^{2} d q P_{\mathrm{int} \|_{N-j}}(r, q, \tau) \xi_{j}(q, \tau) \tag{6.17}
\end{equation*}
$$

This is a summation of conventional EFTofLSS (or SPT) correlators, $\xi_{j}(q, \tau)$, multiplied by the probability a fluid element at $\mathbf{q}$ moves a distance $\mathbf{r}$ :

$$
\begin{equation*}
P_{\text {int } \|_{N-j}}(r, q, \tau)=\int_{\mathrm{p}} e^{i \mathrm{p} \cdot(\mathrm{q}-\mathrm{r})} F_{\|_{N-j}}(\mathbf{p}, \mathbf{q}, \tau) . \tag{6.18}
\end{equation*}
$$

In practice, these can be straightforwardly computed using Fast Fourier transforms, facilitating accurate comparison of theory and data. To close, we note that the above approaches can be extended to higher-order statistics such as bispectra, as well as the complexities of redshift-space and biased tracers, and permit a number of simplifications [e.g., 65, 66]. Finally, we note that the two approaches described above are equivalent at any given order in perturbation theory, and EFTofLSS implementations vary as to which is adopted.
d. Summary We finish this section with an recapitulation of the whys, hows, and wherefores of IR resummation:

1. Bulk Flows: Long-wavelength displacements move matter on scales $\sim 20 h^{-1} \mathrm{Mpc}$ from the Universe's initial conditions to today, thus blurring out any sharp features in the primordial distribution such as baryon acoustic oscillations.
2. Perturbativity: The SPT and EFTofLSS formulations described in $\S 3$ and $\S 4$ implicitly assume these displacements to be small, and expand them from the exponential. This causes an underdamping of wiggly features in the spectra, but, by mass and momentum conservation, does not affect the broadband.
3. Resummation: IR resummation ameliorates this issue by keeping the long-wavelength displacement exponentiated, i.e. expanding only in perturbative small-wavelength corrections. This can be done either as a formal expansion series in the relevant kernels, or by splitting the spectra into smooth and wiggly components, and damping the latter appropriately.
4. Results: Comparing standard and IR-resummed EFTofLSS power spectra, we find much improved results in the latter case, without spurious oscillations.

In what follows, we will assume IR resummation is included whenever the EFTofLSS is discussed.

## 7. BIASED TRACERS

Up to this point, we have considered only the statistics of dark matter fluctuations in the Universe. In practice, most observational probes measure either the integrated mass distribution (weak lensing) or the galaxy distribution (photometric or spectroscopic surveys). For this reason, we now discuss biasing, and the associated calculation of galaxy power spectra and beyond. Detailed discussion of the EFTofLSS approach to biasing (and its precursors) can be found in [e.g., 72-92].
a. The Eulerian Bias Expansion Biasing explores the relation of the dark matter density field with that of galaxies, dark matter halos, $21-\mathrm{cm}$ emission, Lyman-alpha flux and beyond (see [78] for a comprehensive review). Given a general tracer with overdensity $\delta_{g}$, we can compute correlation functions using the EFTofLSS if we understand the relation between $\delta_{g}$ and the matter field $\delta(\mathbf{k}, \tau)$. Various options exist for modeling this, including a number of semi-analytic approaches such as halo models, halo-occupation distributions and halo abundance matching. In general, these propose some scheme for associating galaxies or diffuse emission with dark matter halos identified in simulations (or stochastically, for the halo model), depending on the sources of interest. In perturbation theory, one does not have access to individual dark matter halos (though field-level approaches can predict these to high accuracy), nor to the UV physics that sets galaxy formation physics. As such, we seek an analytic relation between tracers and dark matter, that can be expressed as a perturbative expansion.

In the simplest approach, one writes the tracer field $\delta_{g}$ as a Taylor expansion in the Eulerian density field $\delta$, such that, in real-space:

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau)=\sum_{n=1}^{\infty} \frac{b_{n}(\tau)}{n!}\left[\delta_{\wedge}(\mathbf{x}, \tau)\right]^{n} \tag{7.1}
\end{equation*}
$$

where $\left\{b_{n}\right\}$ are bias parameters and $\delta_{\Lambda}$ is the matter density field smoothed on some wavenumber $\Lambda$. We will leave the smoothing implicit from now on, but return to its impact below. The bias coefficients are not known a priori, but can be estimated from simulations and observational data, just like the counterterm parameters. In the EFTofLSS solutions discussed in $\S 4$, the expansion parameter was given by $\sigma_{\delta}(k) \sim k / k_{N L}$; here, the perturbative variable is $k R_{\text {halo }}$, for some characteristic halo scale $R_{\text {halo }}$. If $R_{\text {halo }}<k_{N L}$, our theories will be limited by the non-linearities of halo formation; if the latter holds, matter non-linearities are dominant. In this case, alternative approaches such as hybrid EFTofLSS scheme (combining bias expansions with simulations) may be of use [93, 94], though we caution that this requires Lagrangian bias $b_{1}^{\llcorner }<1$.

In practice, the bias expansion given in (7.1) is not the whole story, since the tracer field $\delta_{g}$ can depend on $\delta_{R}$ in other manners. For example, it can correlate with the tidal field, $s_{i j}$, defined as

$$
\begin{equation*}
s_{i j}(\mathbf{x}, \tau)=\left[\frac{\partial_{i} \partial_{j}}{\partial^{2}}-\frac{1}{3} \delta_{i j}^{K}\right] \delta(\mathbf{x}, \tau) \tag{7.2}
\end{equation*}
$$

or non-locally, via the gradient $\nabla^{2} \delta$. We refer to these functions as bias operators, i.e. combinations of the matter density field which the tracer field depends on. The EFTofLSS approach to galaxy biasing is the following [e.g., 72$74,76,77,82,83,87,90]$ :

1. At a given order $N$, write down all $N$-th order bias operators, $\{\mathcal{O}\}$, consistent with the symmetries.
2. Orthogonalize to remove degenerate operators.
3. Write the $N$-th order solution as a sum over all operators, each with a free bias coefficient, i.e.

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau)=\sum_{\mathcal{O}} b_{\mathcal{O}}(\tau) \mathcal{O}(\mathbf{x}, \tau) \tag{7.3}
\end{equation*}
$$

This approach matches our discussion of the stress tensor in $\S 4$, where we expand $\tau_{i j}$ in terms of all combinations of the density and velocity fields allowed by symmetry at a given order. Aside from the symmetry assertions, this does not make assumptions about the physics of galaxy formation (or diffuse emission); instead, we remain agnostic to ultraviolet physics as per the EFTofLSS philosophy, and are maximally conservative. All small-scale information (beyond the maximum wavenumber of our theory) is encoded within a set of unknown coefficients, which now include the bias parameters.

To formulate this expansion, we must know the relevant symmetries. Three are usually relevant: (a) statistical isotropy, such that only fully contracted tensors without an expectation value can appear (e.g., $\delta_{g}$ cannot contain terms in $a^{i} \partial_{i} \delta$ for constant vector $a^{i}$ ); (b) statistical homogeneity, such that there can be no dependence on absolute positions; (c) equivalence principle, such that all operators must be formed from the Newtonian potential and at least two derivatives. A fourth assumption, that $\delta_{g}$ is invariant under point reflections (i.e. parity transforms) can also be added, but is rarely needed in practice. From condition (c), all bias operators can be constructed from the following tensor (see [78, 84, 85]):

$$
\begin{equation*}
\Pi_{i j}^{[1]}(\mathbf{x}, \tau)=\frac{2}{3 \Omega_{m}(\tau) \mathcal{H}^{2}(\tau)} \partial_{i} \partial_{j} \phi(\mathbf{x}, \tau) \tag{7.4}
\end{equation*}
$$

with $\delta=\operatorname{Tr}\left[\Pi_{i j}^{[1]}\right]$ and peculiar potential $\phi$. Higher-order equivalents can be constructed recursively from (7.4) via convective derivatives (along the fluid flow, denoted $D / D \tau$ ): these yield the symmetric forms

$$
\begin{equation*}
\Pi_{i j}^{[n]}(\mathbf{x}, \tau)=\frac{1}{(n-1)!}\left[\frac{1}{\mathcal{H}(\tau) f(\tau)} \frac{D}{D \tau} \Pi_{i j}^{[n-1]}(\mathbf{x}, \tau)-(n-1) \Pi_{i j}^{[n-1]}(\mathbf{x}, \tau)\right], \tag{7.5}
\end{equation*}
$$

which starts at order $n$ in perturbation theory. Finally, we can construct bias operators from all allowable combinations of these, finding the following at first, second, and third order (removing degenerate combinations):

$$
\begin{align*}
& \operatorname{Tr}\left[\Pi^{[1]}\right]  \tag{7.6}\\
& \operatorname{Tr}\left[\left(\Pi^{[1]}\right)^{2}\right],\left(\operatorname{Tr}\left[\Pi^{[1]}\right]\right)^{2} \\
& \operatorname{Tr}\left[\left(\Pi^{[1]}\right)^{3}\right], \operatorname{Tr}\left[\left(\Pi^{[1]}\right)^{2}\right] \operatorname{Tr}\left[\Pi^{[1]}\right],\left(\operatorname{Tr}\left[\Pi^{[1]}\right]\right)^{3}, \operatorname{Tr}\left[\Pi^{[1]} \Pi^{[2]}\right] .
\end{align*}
$$

Whilst the above picture is formally complete, it is not necessarily the simplest description. As demonstrated in [82], an alternative, but equivalent, approach is to construct a basis from powers of the density field $\delta$ and Galileon operators [92, 95], where the first few are defined as

$$
\begin{align*}
& \mathcal{G}_{2}(\mathbf{x}, \tau)=\left[\partial_{i} \partial_{j} \Phi(\mathbf{x}, \tau)\right]^{2}-\left[\partial^{2} \Phi(\mathbf{x}, \tau)\right]^{2}  \tag{7.7}\\
& \mathcal{G}_{3}(\mathbf{x}, \tau)=-\partial_{i} \partial_{j} \Phi(\mathbf{x}, \tau) \partial^{j} \partial_{k} \Phi(\mathbf{x}, \tau) \partial^{k} \partial^{i} \Phi(\mathbf{x}, \tau)-\frac{1}{2}\left[\partial^{2} \Phi(\mathbf{x}, \tau)\right]^{3}+\frac{3}{2}\left[\partial_{i} \partial_{j} \Phi(\mathbf{x}, \tau)\right]^{2} \partial^{2} \Phi(\mathbf{x}, \tau) \\
& \Gamma_{3}(\mathbf{x}, \tau)=\mathcal{G}_{2}[\Phi](\mathbf{x}, \tau)-\mathcal{G}_{2}\left[\Phi_{v}\right](\mathbf{x}, \tau)
\end{align*}
$$

where $\Phi=\partial^{-2} \delta, \Phi_{v}=\partial^{-2} \theta$ are rescaled density and velocity potentials. These are functions of the Newtonian potential that are not degenerate with the $\delta^{n}$ operators. The $\mathcal{G}_{2}$ tensor can be related to the tidal field of (7.2) via $\mathcal{G}_{2}=s_{i j} j^{i j}-(2 / 3) \delta^{2}$. These lead to the following bias expansion, up to third order [e.g., 82, 92]:

$$
\begin{align*}
\delta_{g}(\mathbf{x}, \tau)= & b_{1}(\tau) \delta(\mathbf{x}, \tau)  \tag{7.8}\\
& +\frac{b_{2}(\tau)}{2} \delta^{2}(\mathbf{x}, \tau)+b_{\mathcal{G}_{2}}(\tau) \mathcal{G}_{2}(\mathbf{x}, \tau) \\
& +\frac{b_{3}(\tau)}{6} \delta^{3}(\mathbf{x}, \tau)+b_{\mathcal{G}_{3}}(\tau) \mathcal{G}_{3}(\mathbf{x}, \tau)+b_{\mathcal{G}_{2} \delta}(\tau) \mathcal{G}_{2}(\mathbf{x}, \tau) \delta(\mathbf{x}, \tau)+b_{\Gamma_{3}}(\tau) \Gamma_{3}(\mathbf{x}, \tau)
\end{align*}
$$

where each order is shown on a different line. In (7.8), we find two types of bias operators: (1) powers of $\delta$, as in the Taylor series expansion of (7.1); (2) tidal biases, $\mathcal{G}_{n}$ and $\Gamma_{3}$. Further types, including derivative and stochastic operators also appear; these will be discussed below. Similar expansions can be found also at higher-order, though require a large number of operators. ${ }^{5}$ In the below, we will use the bias expansion of (7.8) by default.
b. *The Lagrangian Bias Expansion The above section formulated the bias expansion in terms of the late-time density field $\delta_{g}$. Alternatively, we may work in the Lagrangian picture, whereupon bias must be specified in the initial conditions, via some fractional density $F(\mathbf{q})$ (equal to unity without bias) [e.g., 78, 96, 97]. The presence of bias leads to a modified continuity equation between Lagrangian and Eulerian coordinates:

$$
\begin{equation*}
F(\mathbf{q}) d \mathbf{q}=\left[1+\delta_{g}(\mathbf{x}, \tau)\right] d \mathbf{x} \tag{7.9}
\end{equation*}
$$

cf. (5.2), where $\mathbf{x}=\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau)$, as before.
The Lagrangian basis must be constructed from functions appearing in the Lagrangian description; a natural choice is the distortion tensor, $M_{i j}(\mathbf{q}, \tau)=\partial s_{j} / \partial q^{i}$, which describes the coordinate transformation. At leading order $\operatorname{Tr}[M] \propto \delta$, returning conventional linear bias. In terms of $M_{i j}$, the bias operators up to third order can be written analogously to (7.6) [cf. 78]

$$
\begin{align*}
& \operatorname{Tr}\left[M^{(1)}\right]  \tag{7.10}\\
& \operatorname{Tr}\left[\left(M^{(1)}\right)^{2}\right],\left(\operatorname{Tr}\left[M^{(1)}\right]\right)^{2} \\
& \operatorname{Tr}\left[\left(M^{(1)}\right)^{3}\right], \operatorname{Tr}\left[\left(M^{(1)}\right)^{2}\right] \operatorname{Tr}\left[M^{(1)}\right],\left(\operatorname{Tr}\left[M^{(1)}\right]\right)^{3}, \operatorname{Tr}\left[M^{(1)} M^{(2)}\right],
\end{align*}
$$

where $M^{(n)}$ is the $n$-th order contribution to $M$ (noting that we do not require convective derivatives, since we work in the fluid frame). As before, we proceed by combining all of these operators with associated bias coefficients to compute $F(\mathbf{q})$, and thus any late-time correlators.

As in the Eulerian case, it is common place to use a simpler redefinition of the above, in terms of density and tidal operators defined in Lagrangian coordinates. This can be written at second order

$$
\begin{equation*}
F(\mathbf{q}, \tau)=1+b_{1}^{L} \delta(\mathbf{q})+\frac{b_{2}^{L}}{2} \delta^{2}(\mathbf{q})+b_{s^{2}} S^{2}(\mathbf{q}) \tag{7.11}
\end{equation*}
$$

where $s^{2} \equiv s_{i j} s^{i j}$, and we drop third-order terms, following standard conventions. These will be used to compute tracer power spectra (and beyond) in the (effective) Lagrangian picture. Note that the bias parameters do not depend on time, since we are working in the Lagrangian picture; however, they are specific to the choice of tracer population, which itself depends on $\tau$. To implement this in practice, one commonly works in terms of the one-dimensional Fourier-transform of $F$, $F(\lambda)$ [96]:

$$
\begin{equation*}
F(\mathbf{q}, \tau)=\int_{-\infty}^{\infty} \frac{d \lambda}{2 \pi} F(\lambda, \tau) e^{i \lambda \delta(\mathrm{q}, \tau)} \tag{7.12}
\end{equation*}
$$

The ensuing relation of density and position is given by

$$
\begin{equation*}
(2 \pi)^{3} \delta_{\mathrm{D}}(\mathbf{k})+\delta_{g}(\mathbf{k}, \tau)=\int d \mathbf{q} e^{i k \cdot \mathrm{q}}\left(\int_{-\infty}^{\infty} \frac{d \lambda}{2 \pi} F(\lambda, \tau) e^{i \lambda \delta(\mathrm{q}, \tau)} e^{i \mathrm{k} \cdot \psi(\mathrm{q}, \tau)}-1\right) \tag{7.13}
\end{equation*}
$$

(cf. 5.3). This can be used to compute power spectra analogously to $\S 5$, now depending on the kernel

$$
\begin{equation*}
\exp \left(-\frac{1}{2}\left[k_{i} k_{j}\left\langle\Delta \Psi^{i}(\mathbf{q}) \Delta \Psi^{j}(\mathbf{0})\right\rangle+\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right) \sigma_{\Lambda}^{2}+2 \lambda_{1} \lambda_{2}\langle\delta(\mathbf{q}) \delta(\mathbf{0})\rangle+2\left(\lambda_{1}+\lambda_{2}\right) k_{i}\left\langle\Delta \psi^{i}(\mathbf{q}, \tau) \delta(\mathbf{0}, \tau)\right\rangle\right]\right) \tag{7.14}
\end{equation*}
$$

which is integrated with respect to $F\left(\lambda_{1}\right) F\left(\lambda_{2}\right) e^{i k \cdot q}$. The Gaussian $\lambda$ integrals can be performed leading to a tractable Zel'dovich solution. As before, higher-orders follow by expanding the exponential. Full details are presented in [58, 61, 96, 98].

[^4]c. *Renormalization and Counterterms The previous discussion of bias contains some subtleties relating to renormalization, and the ensuing cut-off dependence of bias parameters (discussed in detail in [82, 84, 90]). For an example of this, let us consider the quadratic (Eulerian) bias term; in expectation,
\[

$$
\begin{equation*}
\frac{b_{2}(\tau)}{2}\left\langle\delta^{2}\right\rangle=\frac{b_{2}(\tau)}{2} \sigma_{\delta}^{2}(\Lambda) \tag{7.15}
\end{equation*}
$$

\]

(at leading order). This sources two problems: (a) we find explicit dependence on the smoothing scale $\Lambda$; (b) the mean of $\delta_{g}(\mathbf{x}, \tau)$ should be zero. This can be ameliorated by redefining the bias operator as follows: ${ }^{6}$

$$
\begin{equation*}
\delta^{2}(\mathbf{x}, \tau) \rightarrow \delta^{2}(\mathbf{x}, \tau)-\sigma_{\delta}^{2}(\Lambda) \tag{7.16}
\end{equation*}
$$

At leading order, this is the only modification needed to ensure $\left\langle\delta_{g}\right\rangle=0$.
Our problems, however, do not end there. Whilst $\delta_{g}$ contains no terms contributing to $\left\langle\delta_{g}\right\rangle$, it contains multiple terms scaling as $\delta_{\mathrm{L}}$. This can be seen by considering the expectation $\left\langle\delta_{\mathrm{L}} \delta_{g}\right\rangle$, which should involve linear bias, i.e. only linear bias should contribute to the linear power spectrum! Let us consider the cubic term:

$$
\begin{equation*}
\left\langle\delta_{\mathrm{L}}(-\mathbf{k}) \delta^{3}(\mathbf{k}, \tau)\right\rangle^{\prime}=3 D^{3}(\tau) P_{\mathrm{L}}(k) \sigma_{\delta}^{2}(\Lambda)+\cdots \tag{7.17}
\end{equation*}
$$

at leading order. Thus the linear power spectrum contains the following:

$$
\begin{equation*}
\left\langle\delta_{\mathrm{L}}(-\mathbf{k}) \delta_{g}(\mathbf{k}, \tau)\right\rangle^{\prime}=\left[b_{1}(\tau)+\frac{b_{3}(\tau)}{2} D^{2}(\tau) \sigma_{\delta}^{2}(\Lambda)\right] D(\tau) P_{\mathrm{L}}(k)+\cdots . \neq b_{1}(\tau) D(\tau) P_{\mathrm{L}}(k) \tag{7.18}
\end{equation*}
$$

This is clearly a problem since it destroys the perturbative hierarchy, and gives explicit dependence on $\Lambda$, requiring cutoffdependent bias parameters, i.e. $b_{1}(\tau)=b_{1}(\tau, \Lambda)$. As before, we can solve by defining a new operator, removing this contribution:

$$
\begin{equation*}
\delta^{3}(\mathbf{x}, \tau) \rightarrow \delta^{3}(\mathbf{x}, \tau)-3 \sigma_{\delta}^{2}(\Lambda) \delta(\mathbf{x}, \tau) \tag{7.19}
\end{equation*}
$$

In fact, the second piece acts as a counterterm, removing the cut-off dependence of $\delta^{3}$. Such a term is needed since $\delta^{3}$ is a contact term, i.e. one involving multiple fields at the same location. As in $\S 4$, this contains contributions from short-scale modes, which must be treated consistently.

The above arguments can be extended further, and lead to to redefinitions of all contact operators, to form renormalized operators, defined at any given order in perturbation theory. Denoting these by [ $\mathcal{O}]$, the new bias expansion becomes

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau)=\sum_{\mathcal{O}} b_{\mathcal{O}}^{\mathrm{R}}(\tau)[\mathcal{O}](\mathbf{x}, \tau) \tag{7.20}
\end{equation*}
$$

where $b_{\mathcal{O}}^{\mathrm{R}}$ are the redefined bias parameters. We stress that these coefficients do not depend on the cut-off, and further, they are physical, i.e. measuring $\left\langle\delta_{g} \delta\right\rangle /\langle\delta \delta\rangle$ in simulations would give $b_{1}^{\mathrm{R}}$ and not $b_{1}$. The derivation of all renormalized operators can be found in [82]; here, we simply state the forms entering the one-loop power spectrum:

$$
\begin{align*}
{[\delta](\mathbf{x}, \tau) } & =\delta(\mathbf{x}, \tau)  \tag{7.21}\\
{\left[\delta^{2}\right](\mathbf{x}, \tau) } & -\delta^{2}(\mathbf{x}, \tau)-\sigma_{\delta}^{2}(\Lambda)\left[1+\frac{68}{21} \delta\right]+\cdots \\
{\left[\mathcal{G}_{2}\right](\mathbf{x}, \tau) } & =\mathcal{G}_{2}(\mathbf{x}, \tau) \\
{\left[\Gamma_{3}\right](\mathbf{x}, \tau) } & =\Gamma_{3}(\mathbf{x}, \tau)
\end{align*}
$$

We further note that Galilean operators are not contact operators and do not get corrections from renormalization at any order (unless products of them arise, such as $\mathcal{G}_{2} \delta$ ). We will assume renormalized operators by default in the below, and drop the explicit notation.

[^5]d. Derivatives \& Stochasticity The bias expansion of (7.8) is a Taylor series in the gravitational potential $\Phi$. However, the true large-scale relation between tracers and matter contains two additional contributions: (1) derivatives of the potential operators [e.g., 73, 76, 83, 92]; (2) random fields uncorrelated with the initial conditions [e.g., 78, 84, 86, 99]. Below, we consider each in turn.

Above, we have assumed a local-in-time dependence of the tracer distribution on the potential, i.e. that $\delta_{g}(\mathbf{x}, \tau)$ depends on $\phi$ at time $\tau$. In practice, this is not the case, and we should strictly integrate over the entire lightcone history [e.g., 72, 73, 92]. For a bias operator $\mathcal{O}$, this implies

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau) \supset \int^{\tau} d \tau^{\prime} b_{\mathcal{O}}\left(\tau^{\prime}, \tau\right) \mathcal{O}\left(\mathbf{x}\left(\tau^{\prime}\right), \tau^{\prime}\right) \tag{7.22}
\end{equation*}
$$

where $\mathbf{x}\left(\tau^{\prime}\right)$ is the position of the fluid element at time $\tau^{\prime}<\tau$, with $\mathbf{x}=\mathbf{x}(\tau)$. This may be simplified by perturbatively expanding the fluid trajectory in the small parameter $\Psi(\mathbf{x}, \tau)-\Psi\left(\mathbf{x}\left(\tau^{\prime}\right), \tau^{\prime}\right)$, yielding

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau) \supset b_{\mathcal{O}}^{(0)}(\tau) \mathcal{O}(\mathbf{x}, \tau)+b_{\mathcal{O}}^{(2)}(\tau) \nabla_{\times}^{2} \mathcal{O}(\mathbf{x}, \tau)+\cdots \tag{7.23}
\end{equation*}
$$

Here, we have redefined bias parameters as integrals of $b_{\mathcal{O}}\left(\tau^{\prime}, \tau\right)$ and its derivatives, and employed integration by parts. Importantly, the non-locality in time can be recast as an expansion in derivatives; equivalently speaking, we are forced to include also the gradients of operators in the bias expansion.

At third order, non-locality in time leads to only one new operator in the bias expansion of (7.8):

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau) \supset b_{\nabla^{2} \delta}(\tau) \nabla_{\times}^{2} \delta(\mathbf{x}, \tau) \tag{7.24}
\end{equation*}
$$

Due to the Laplacian, this term is suppressed by $\left(k R_{\text {halo }}\right)^{2}$ relative to linear theory, and thus the same order as loop corrections (assuming $k_{N L} \sim R_{\text {halo }}^{-1}$ ). At leading order, this term is precisely degenerate with the EFTofLSS counterterm (§4), which takes the form $-c_{s}^{2}(\tau) \delta_{\mathrm{L}}(\mathbf{x}, \tau)$, and thus often dropped in practice.

Finally, we must account for fluctuations uncorrelated with the linear density field, $\delta_{\mathrm{L}}$ [e.g., 78, 99]. The canonical example of this is shot-noise; this is a quasi-Poissonian process present in any analysis of discrete tracers due to its finite density. This sources a contribution:

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau) \supset \epsilon(\mathbf{x}, \tau), \quad\left\langle\epsilon(\mathbf{x}, \tau) \epsilon\left(\mathbf{x}^{\prime}, \tau\right)\right\rangle=P_{\epsilon}(\tau) \delta_{\mathrm{D}}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{7.25}
\end{equation*}
$$

where $P_{\epsilon}(\tau)=1 / \bar{n}(\tau)$ for a purely Poissonian system of density $\bar{n}(\tau)$ (which is rarely a good approximation in practice). The stochastic field $\epsilon(\mathbf{x}, \tau)$ is uncorrelated with the matter density (such that $\langle\epsilon \delta\rangle=0$ ), and does not need a bias coefficient, since its amplitude is set by its correlation $\langle\epsilon \epsilon\rangle \sim P_{\epsilon}$.

In practice, the stochastic nature of the field is slightly more complicated. The stochastic field $\epsilon$ may not obey Gaussian statistics, implying that correlators such as $a v \epsilon^{3}$ could be non-zero. This will source shot-noise in the tracer bispectrum. Next, we can have products of stochastic and deterministic fields in the tracer expansion: at third order we find

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau) \supset \epsilon(\mathbf{x}, \tau)+\epsilon_{\delta}(\mathbf{x}, \tau) \delta(\mathbf{x}, \tau) \tag{7.26}
\end{equation*}
$$

analogous contributions (e.g., the combination $\epsilon_{\mathcal{G}_{2}} \mathcal{G}_{2}$ ) enter at higher order. Here we have defined a new stochastic field $\epsilon_{\delta}$, again satisfying $\left\langle\epsilon_{\delta} \delta\right\rangle=0$, but with non-trivial (and possibly non-Gaussian) correlators with itself and with $\epsilon$. Finally, though temporal and spatial locality would require the correlators to be white, i.e. proportional to $k^{0}$, the above lightcone evolution arguments demand also an expansion in derivatives, such that

$$
\begin{equation*}
\langle\epsilon(\mathbf{k}, \tau) \epsilon(-\mathbf{k}, \tau)\rangle^{\prime}=P_{\epsilon}^{(0)}(\tau)+k^{2} P_{\epsilon}^{(2)}(\tau)+\cdots \tag{7.27}
\end{equation*}
$$

and similar for other correlators. ${ }^{7}$ From scaling arguments, these coefficients are proportional to $\bar{n}^{-1}(\tau) R_{\text {halo }}^{n}$. In full, we find the following stochastic tracer power spectrum at third-order:

$$
\begin{equation*}
P^{\text {stoch }}(k, \tau)=P_{\epsilon}^{(0)}(\tau)+k^{2} P_{\epsilon}^{(2)}(\tau)+\cdots \tag{7.28}
\end{equation*}
$$

with other terms (including $P_{\epsilon \delta}$ ) relevant for the bispectrum and beyond.

[^6]e. Correlators We have now assembled all necessary ingredients in the bias expansion: deterministic bias (which is a functional of $\phi$ ), the derivative expansion (from non-locality-in-time), stochasticity, and the associated renormalization. Using this, we can now proceed to compute correlators, such as the tracer power spectrum and bispectrum. Before doing so, let us recapitulate the bias expansion, including all terms relevant to the calculation of the one-loop power spectrum [e.g., 82, 87, 88, 100]:
\[

$$
\begin{equation*}
\delta_{g}(\mathbf{x}, \tau)=b_{1}(\tau) \delta(\mathbf{x}, \tau)+\frac{b_{2}(\tau)}{2}\left[\delta^{2}\right](\mathbf{x}, \tau)+b_{\mathcal{G}_{2}}(\tau) \mathcal{G}_{2}(\mathbf{x}, \tau)+b_{\Gamma_{3}}(\tau) \Gamma_{3}(\tau)+b_{\nabla^{2} \delta}(\tau) \nabla^{2} \delta(\mathbf{x}, \tau)+\epsilon(\mathbf{x}, \tau)+\cdots \tag{7.29}
\end{equation*}
$$

\]

noting explicitly that the $\delta^{2}$ term is renormalized. We drop various third-order terms in $\delta_{g}(\mathbf{x}, \tau)$ (such as $\mathcal{G}_{3}$ ) since these do not contribute to the one-loop power spectrum (but appear, for example, in tree-level trispectra).

Before computing the power spectrum, it is useful to expand (7.29) in terms of the linear density field, $\delta_{\mathrm{L}}$, using the definitions of $\left[\delta^{2}\right], \mathcal{G}_{2}$ and beyond. For $\delta^{2}$, for example, we can write

$$
\begin{equation*}
\delta^{2}(\mathbf{x}, \tau)=D^{2}(\tau) \delta^{(1)}(\mathbf{x}, \tau) \delta^{(1)}(\mathbf{x}, \tau)+2 D^{3}(\tau) \delta^{(2)}(\mathbf{x}, \tau) \delta^{(1)}(\mathbf{x}, \tau)+\cdots \tag{7.30}
\end{equation*}
$$

up to third-order, where we expand $\delta$ in terms of its perturbative components, $\delta^{(n)}$, as in $\S 3$. Furthermore, we can expand $\delta^{(2)}$ as a convolution of two powers of $\delta_{\mathrm{L}}$, such that

$$
\begin{align*}
\delta^{2}(\mathbf{k}, \tau) & =D^{2}(\tau) \int_{\mathrm{p}_{1} \mathrm{p}_{2}}(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\mathbf{k}\right) \delta_{\mathrm{L}}\left(\mathbf{p}_{1}\right) \delta_{\mathrm{L}}\left(\mathbf{p}_{2}\right)  \tag{7.31}\\
& +2 D^{3}(\tau) \int_{\mathrm{p}_{1} \mathrm{p}_{2} \mathrm{p}_{3}}(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\mathbf{p}_{2}+\mathbf{p}_{3}-\mathbf{k}\right) F_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \delta_{\mathrm{L}}\left(\mathbf{p}_{1}\right) \delta_{\mathrm{L}}\left(\mathbf{p}_{2}\right) \delta_{\mathrm{L}}\left(\mathbf{p}_{3}\right)+\cdots
\end{align*}
$$

The same can be done for all other deterministic terms. For clarity, it is useful to rewrite the deterministic part as a sum over lower-order contributions, in the form

$$
\begin{equation*}
\delta_{g, \operatorname{det}}(\mathbf{k}, \tau)=\sum_{n=1}^{\infty} D^{n}(\tau) \delta_{g, \operatorname{det}}^{(n)}(\mathbf{k}, \tau) \tag{7.32}
\end{equation*}
$$

where, just as in matter SPT, we can write the $n$-th order contribution as a convolution of $n$ linear density fields:

$$
\begin{equation*}
\delta_{g, \mathrm{det}}^{(n)}(\mathbf{k}, \tau)=\int_{\mathrm{p}_{1} \cdots \boldsymbol{p}_{n}}(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\cdots \mathbf{p}_{n}-\mathbf{k}\right) K_{n}\left(\mathbf{p}_{1}, \cdots, \mathbf{p}_{n}, \tau\right) \delta_{\mathrm{L}}\left(\mathbf{p}_{1}\right) \cdots \delta_{\mathrm{L}}\left(\mathbf{p}_{n}\right) \tag{7.33}
\end{equation*}
$$

defining kernels $K_{n}$. The first two are defined as

$$
\begin{align*}
K_{1}\left(\mathbf{p}_{1}, \tau\right) & =b_{1}(\tau)  \tag{7.34}\\
K_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \tau\right) & =b_{1}(\tau) F_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)+\frac{b_{2}(\tau)}{2}
\end{align*}
$$

in terms of the bias parameters and matter kernels $F_{n}$. Higher-order kernels follow similarly, and the third-orde term is given explicitly in Appendix A. Just as for SPT, we can compute power spectra from these kernels:

$$
\begin{equation*}
P_{g}^{(22)}(k, \tau)=2 \int_{\mathrm{p}}\left|K_{2}(\mathbf{p}, \mathbf{k}-\mathbf{p}, \tau)\right|^{2} P_{\mathrm{L}}(\mathbf{p}) P_{\mathrm{L}}(\mathbf{k}-\mathbf{p}), \quad P_{g}^{(13)}(k, \tau)=3 P_{\mathrm{L}}(k) \int_{\mathrm{p}} K_{3}(\mathbf{p},-\mathbf{p}, \mathbf{k}, \tau) P_{\mathrm{L}}(\mathbf{p}) \tag{7.35}
\end{equation*}
$$

cf. (3.14), giving the following deterministic part of the power spectrum:

$$
\begin{equation*}
P_{g}^{\mathrm{det}}(k, \tau)=D^{2}(\tau) b_{1}^{2}(\tau) P_{\mathrm{L}}(k)+D^{4}(\tau)\left[2 P_{g}^{(13)}(k, \tau)+P_{g}^{(22)}(k, \tau)\right] \tag{7.36}
\end{equation*}
$$

As in $\S 6$, we must additionally account for long-wavelength modes via IR resummation. This proceeds by the same logic as before; we first compute the above spectra using the 'dewiggled' linear power spectra as input, then add the residual, damped as in (6.11). We will assume this by default in the below.

In addition to the deterministic parts, we have contributions to the matter power spectrum from the derivatives and stochasticity: these impact the power spectrum as

$$
\begin{equation*}
P_{g}^{\text {deriv }+ \text { stoch }}(k, \tau)=-2 D^{2}(\tau) b_{\Delta^{2} \delta}(\tau) k^{2} P_{\mathrm{L}}(k)+P_{\epsilon}^{(0}(\tau)+k^{2} P_{\epsilon}^{(2)}(\tau) \tag{7.37}
\end{equation*}
$$

Furthermore, the spectra given in (7.35) have dependence on the smoothing scale $\Lambda$, i.e. the maximum wavenumber. This dependence is captured by the counterterms, via renormalization. Similar to before, we find the counterterm contribution:

$$
\begin{equation*}
P_{g}^{\mathrm{ct}}(k, \tau)=-2 D^{2}(\tau) b_{1}^{2}(\tau) c_{s}^{2}(\tau) k^{2} P_{\mathrm{L}}(k) \tag{7.38}
\end{equation*}
$$

where the sound-speed absorbs the cut-off dependence of the theory. Note that this is fully degenerate with the higherderivative bias in (7.37). We further note that the large- $p$ limits of (7.35) also source $k^{0}$ and $k^{2}$ components: these divergences are captured by the stochasticity parameters.

Finally, we note that the full tracer power spectrum is given by the sum of the above components:

$$
\begin{equation*}
P_{g}^{1-\mathrm{loop}}(k, \tau)=P_{g}^{\mathrm{det}}(k, \tau)+P_{g}^{\text {deriv+stoch }}(k, \tau)+P_{g}^{\mathrm{ct}}(k, \tau) \tag{7.39}
\end{equation*}
$$

We stress that this does not make assumptions about halo-scale physics, aside from the symmetry considerations.

## 8. REDSHIFT-SPACE DISTORTIONS

A number of cosmological observables, such as galaxy densities, are measured in redshift-space rather than real-space. This occurs since galaxy distances are measured through their redshifts, whose relation is confused by the presence of galaxy peculiar velocities. In this section, we discuss the extension of the EFTofLSS to redshift-space and the various subtleties arising therein (with detailed derivations found in [e.g., 23, 74, 75, 97-99, 101-105]).
a. Relating Real- and Redshift-Space Consider a galaxy at Eulerian position $\mathbf{x}$ and with peculiar velocity v. The observed redshift-space position, s, is given by [e.g., 5]

$$
\begin{equation*}
\mathbf{s}(\mathbf{x}, \tau)=\mathbf{x}(\tau)+\frac{[\mathbf{v}(\mathbf{x}, \tau) \cdot \hat{\mathbf{z}}]}{\mathcal{H}(\tau)} \hat{\mathbf{z}}, \tag{8.1}
\end{equation*}
$$

where $\hat{z}$ is the line-of-sight (usually the $z$-axis) and $\mathcal{H}(\tau)$ is the Hubble parameter. Analogous to converting from Lagrangian to Eulerian space, we can compute the redshift-space tracer field, $\delta_{g, s}(\mathbf{s}, \tau)$, by the continuity equation:

$$
\begin{equation*}
\left[1+\delta_{g, s}(\mathbf{s}, \tau)\right] d \mathbf{s}=\left[1+\delta_{g}(\mathbf{x}, \tau)\right] d \mathbf{x}, \tag{8.2}
\end{equation*}
$$

which is just the number of objects in a differential volume. Converting to Fourier-space, and using (8.1), we find the Eulerian relation

$$
\begin{equation*}
\delta_{g, s}(\mathbf{k}, \tau)=\int d \mathbf{x} e^{i k \cdot \times}\left\{\left[1+\delta_{g}(\mathbf{x}, \tau)\right] e^{i(\mathrm{k} \cdot \hat{\mathrm{z}})(\mathrm{v}(\mathrm{x}, \tau) \cdot \hat{\mathrm{z}}) / \mathcal{H}(\tau)}-1\right\} \tag{8.3}
\end{equation*}
$$

The implication of this is that the redshift-space galaxy density depends both on the real-space equivalent and the velocity density, projected along the line-of-sight.
b. Perturbative Solutions At linear order, one can evaluate the redshift-space density field by expanding the exponential in (8.3), assuming the peculiar velocity to be small. This yields

$$
\begin{equation*}
\delta_{g, s}(\mathbf{k}, \tau)=\delta_{g}(\mathbf{k}, \tau)+\frac{i}{\mathcal{H}(\tau)} k_{\|} v_{\|}(\mathbf{k}, \tau)+\cdots \tag{8.4}
\end{equation*}
$$

where we define $X_{\|} \equiv \mathbf{X} \cdot \hat{\mathbf{z}}$. We can also define the angle of $\mathbf{k}$ to the line-of-sight, $\mu \equiv k_{\|} / k$. Inserting the linear order solutions for density and velocity gives the classical Kaiser formula [106, 107]:

$$
\begin{equation*}
\delta_{g, s}(\mathbf{k}, \tau)=\left[b_{1}(\tau)+f(\tau) \mu^{2}\right] D(\tau) \delta_{\mathrm{L}}(\mathbf{k}) \tag{8.5}
\end{equation*}
$$

where $f(\tau)$ is the growth rate, as in $\S 3$.
The same logic extends similarly to higher order. Expanding the exponential up to third order, we find

$$
\begin{align*}
\delta_{g, s}(\mathbf{k}, \tau)= & \delta_{g}(\mathbf{k}, \tau)+\frac{i}{\mathcal{H}(\tau)} k_{\|} v_{\|}(\mathbf{k}, \tau)+\frac{i}{\mathcal{H}(\tau)} k_{\|}\left[\delta_{g} * v_{\|}\right](\mathbf{k}, \tau)-\frac{1}{2 \mathcal{H}^{2}(\tau)} k_{\|}^{2}\left[v_{\|} * v_{\|}\right](\mathbf{k}, \tau)  \tag{8.6}\\
& -\frac{1}{2 \mathcal{H}^{2}(\tau)} k_{\|}^{2}\left[\delta_{g} * v_{\|} * v_{\|}\right](\mathbf{k}, \tau)-\frac{i}{6 \mathcal{H}^{3}(\tau)} k_{\|}^{3}\left[v_{\|} * v_{\|} * v_{\|}\right](\mathbf{k}, \tau)+\cdots
\end{align*}
$$

where $*$ indicates a convolution (or a real-space product). To compute the perturbative solution, one replaces the tracer and velocity fields with their expansion in terms of $\delta_{L}$, just as for biased tracers. We are thus motivated to write the following expansion:

$$
\begin{equation*}
\delta_{g, s}(\mathbf{k}, \tau)=\sum_{n=1}^{\infty} D^{n}(\tau) \delta_{g, s}^{(n)}(\mathbf{k}, \tau) \tag{8.7}
\end{equation*}
$$

with the $n$-th order solution

$$
\begin{equation*}
\delta^{(n)}(\mathbf{k}, \tau)=\int_{\mathrm{p}_{1} \cdots \mathrm{p}_{n}}(2 \pi)^{3} \delta_{\mathrm{D}}\left(\mathbf{p}_{1}+\cdots \mathbf{p}_{n}-\mathbf{k}\right) Z_{n}\left(\mathbf{p}_{1}, \cdots, \mathbf{p}_{n}, \tau\right) \delta_{\mathrm{L}}\left(\mathbf{p}_{1}\right) \cdots \delta_{\mathrm{L}}\left(\mathbf{p}_{n}\right) \tag{8.8}
\end{equation*}
$$

The new redshift-space kernels encapsulate both tracer bias and velocities, with the first two taking the form

$$
\begin{align*}
Z_{1}\left(\mathbf{p}_{1}, \tau\right) & =b_{1}(\tau)+f(\tau) \mu^{2}  \tag{8.9}\\
Z_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \tau\right) & =K_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \tau\right)+f(\tau) \mu^{2} G_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)+\frac{b_{2}(\tau)}{2}+\frac{f(\tau) b_{1}(\tau)}{2}(\mu k)\left(\frac{\mu_{1}}{p_{1}}+\frac{\mu_{2}}{p_{2}}\right)+\frac{f^{2}(\tau)}{2}(\mu k)^{2} \frac{\mu_{1} \mu_{2}}{p_{1} p_{2}}
\end{align*}
$$

where $\mu_{i}=p_{1, \|} / p_{1}, G_{n}$ are the velocity kernels and $K_{n}$ are the real-space galaxy bias kernels. In the limit of $f \rightarrow 0$, this yields the real-space solutions, $K_{n}$, and, for $b_{n} \rightarrow 0(n>1)$ and $b_{1}=1$, we find the matter solutions. The third order piece is given in Appendix A.
c. Renormalization Using the above perturbative expansions, we can construct power spectra, just as in the biased tracer case. By exact analogy with the real-space case, the deterministic piece gives

$$
\begin{equation*}
P_{g, s}(\mathbf{k}, \tau)=D^{2}(\tau)\left[b(\tau)+f(\tau) \mu^{2}\right]^{2} P_{\mathrm{L}}(k)+D^{2}(\tau)\left[2 P_{g, s}^{(13)}(\mathbf{k}, \tau)+P_{g, s}^{(22)}(\mathbf{k}, \tau)+\right] \tag{8.10}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{g, s}^{(22)}(\mathbf{k}, \tau)=2 \int_{\mathrm{p}}\left|Z_{2}(\mathbf{p}, \mathbf{k}-\mathbf{p}, \tau)\right|^{2} P_{\mathrm{L}}(\mathbf{p}) P_{\mathrm{L}}(\mathbf{k}-\mathbf{p}), \quad P_{g, s}^{(13)}(\mathbf{k}, \tau)=3 P_{\mathrm{L}}(k) \int_{\mathrm{p}} Z_{3}(\mathbf{p},-\mathbf{p}, \mathbf{k}, \tau) P_{\mathrm{L}}(\mathbf{p}) \tag{8.11}
\end{equation*}
$$

which now depend explicitly on the direction of $\mathbf{k}$.
As discussed in $\S 4$, the loop integrals in (8.11) should be cut-off at some scale $\Lambda$, which results from working with smoothed density and velocity fields (needed for a convergent theory). Such a truncation leads to the loop integrals having explicit dependence on the (non-physical) parameter $\Lambda$. The process of renormalization again saves us here, since it introduces new microphysical parameters (through the stress tensor) which absorb the cut-off dependence [e.g., 74, 101, 103, 104]. Unlike the previous section, renormalization will require counterterms with respect to the real-space matter theory, since there are new divergences emerging. ${ }^{8}$ These are associated with symmetry breaking; due to the emergence of a preferred axis, $\hat{\mathbf{z}}$, our theory is now symmetric only around the line-of-sight.

In $\S 4$, we argued that the backreaction of small-scale physics onto large scale modes was sourced by contact terms, i.e. products of fields at the same physical location. From (8.6), it is evident that such terms arise, including $v_{\|}^{2}(\mathbf{x}, \tau)$, $v_{\|}(\mathbf{x}, \tau) \delta(\mathbf{x}, \tau)$ and beyond. To understand the impact of this, let us consider the UV limit of a specific term in the power spectrum, generated by correlating $v_{\|}^{2} \delta_{g}$ with $\delta_{g}$ :

$$
\begin{align*}
P_{g, s}(\mathbf{k}, \tau) \supset-\frac{k_{\|}^{2}}{2 \mathcal{H}^{2}(\tau)}\left\langle\left[v_{\|}^{2} \delta_{g}\right](\mathbf{k}, \tau) \delta_{g}(-\mathbf{k}, \tau)\right\rangle^{\prime} & \rightarrow D^{4}(\tau) b_{1}^{2}(\tau) f^{2}(\tau) k_{\|}^{2} P_{\mathrm{L}}(k) \int_{\mathrm{p} \gg k} \frac{\mu_{\mathrm{p}}^{2}}{p^{2}} P_{\mathrm{L}}(p)  \tag{8.12}\\
& =D^{4}(\tau) b_{1}^{2}(\tau) f^{2}(\tau) P_{\mathrm{L}}(k)(\mu k)^{2} \int_{p \gg k}^{\wedge} \frac{p^{2} d p}{2 \pi^{2}} \frac{P_{\mathrm{L}}(p)}{p^{2}}
\end{align*}
$$

where we have inserted the linear solution for $\mathbf{v}(\mathbf{x}, \tau)$ and simplified. The UV limit scales as $(\mu k)^{2} P_{\mathrm{L}}(k)$, implying the existence of an analogous counterterm to absorb the cut-off dependence. This is different to the previous forms, and arises

[^7]due to the broken polar symmetry. Following similar arguments for the other terms, we find the following counterterms in the power spectrum at third-order:
\[

$$
\begin{equation*}
P_{g, s}^{\mathrm{ct}}(\mathbf{k}, \tau)=\left[c_{0}+c_{2} k^{2}+c_{4} k^{2} \mu^{2}\right]+\left[c_{1}+c_{3} \mu^{2}+c_{5} \mu^{4}\right] k^{2} P_{\mathrm{L}}(k)+\cdots, \tag{8.13}
\end{equation*}
$$

\]

where each coefficient is time dependent and we absorb factors of $D(\tau)$ and $f(\tau) . c_{0}, c_{1}$ and $c_{2}$ arise also in the real-space case (though $c_{0}$ and $c_{2}$ are fully degenerate with stochasticity, and thus usually dropped), but the others are new. $c_{4}$ arises from 22-like diagrams correlating $v_{\|}^{2}$ and $b_{2} \delta^{2}$, and $c_{5}$, with its quartic dependence on $\mu$, arises from the product of $v_{\|}^{3}$ and $\delta_{g}$. With these definitions, the one-loop power spectrum becomes cut-off independent. Similar procedures apply to higher-order statistics.
d. Stochasticity \& Fingers-of-God As discussed in §7, the bias expansion also contains contributions from derivative bias and stochasticity, which may take different forms in redshift-space. In the former case, there is no change to the bias expansion (which is defined in real-space), with the $\nabla^{2} \delta$ term now contributing to the one-loop power spectrum as follows [76]:

$$
\begin{equation*}
P_{s}^{\text {deriv }}(\mathbf{k}, \tau)=-2 D^{2}(\tau) b_{\nabla^{2} \delta}(\tau) k^{2}\left[b_{1}(\tau)+f \mu^{2}\right] P_{\mathrm{L}}(k) \tag{8.14}
\end{equation*}
$$

picking up a Kaiser factor, with the term scaling as $\left(k R_{\text {halo }}\right)^{2} P_{\mathrm{L}}(k)$, as before. In practice, this is degenerate with the $c_{1}$ and $c_{3}$ counterterms in (8.13) and can be dropped.

More notable are the effects of stochasticity. Physically speaking, the redshift-space power spectrum contains stochastic contributions from both the bias expansion and the velocity fields. In galaxy survey contexts, the latter is known as the 'fingers-of-God' effect (hereafter FoG), and is sourced by the random motions of galaxies within a dark matter halo, which are uncorrelated with $\delta_{\mathrm{L}}$ [108]. For certain galaxy populations, such as small galaxies in large dark matter halos, these effects can be significant, and lead to the theory quickly becoming non-perturbative. Detailed semi-analytic modeling of FoG is difficult, due to the phenomenon's dependence on local properties such as the halo mass; however, one can employ a perturbative treatment within the EFTofLSS. As long as we restrict to scales where the theory is valid, the stochastic velocities can be fully encapsulated. In practice, this requires small $k \sigma_{\text {FoG }}$, where $\sigma_{\text {FoG }}$ is the random velocity dispersion of the population [cf. 109, 110].

Within our perturbative framework, we treat stochastic velocities in an analogous manner to stochastic densities. From (8.6), the redshift-space tracer density depends on powers of the velocity field, $v_{i}$, contracted with the line-of-sight $\hat{z}^{i}$. To introduce stochasticity, we must add new fields $\epsilon_{i}, \epsilon_{i j}, \ldots$ to the bias expansion in the same manner:

$$
\begin{equation*}
\delta_{g, s}(\mathbf{k}, \tau) \supset k_{\|} \hat{z}^{i}\left(\epsilon_{i}(\mathbf{k}, \tau)+\epsilon_{\delta, i}\left[\delta \epsilon_{i}\right](\mathbf{k}, \tau)+\cdots\right)+k_{\|}^{2} \hat{z}^{i} \hat{z}^{j}\left(\epsilon_{i j}(\mathbf{k}, \tau)+\left[\epsilon_{\delta, i j} \delta\right](\mathbf{k}, \tau) \cdots\right)+\cdots \tag{8.15}
\end{equation*}
$$

Each of these new fields is uncorrelated with $\delta$, but have non-trivial correlations with themselves, for example

$$
\begin{align*}
\left\langle\epsilon_{i}(\mathbf{x})\right\rangle & =0  \tag{8.16}\\
\left\langle\epsilon_{\delta, i j}(\mathbf{x})\right\rangle & =\delta_{i j}^{\mathrm{K}} P_{\epsilon_{\delta, i j}}^{(0)}(\tau)+\cdots \\
\left\langle\epsilon_{i}(\mathbf{k}, \tau) \epsilon_{j}(-\mathbf{k}, \tau)\right\rangle^{\prime} & =\hat{k}_{i} \hat{k}_{j}\left[P_{\epsilon_{i}}^{(0}(\tau)+k^{2} P_{\epsilon_{i}}^{(2)}(\tau)+\cdots\right]
\end{align*}
$$

where we expand in derivatives as before. Note that the tensor indices are set by symmetry (with all anisotropy in the $\hat{\mathbf{z}}$ vectors) and we drop a $k$-independent term in the last line. The new contributions to the one-loop power spectrum can be written [e.g., 32]:

$$
\begin{equation*}
P_{g, s}^{\text {stoch }}(\mathbf{k}, \tau) \supset a_{2}(\tau) k^{2} \mu^{2}+\left[a_{3}(\tau)+a_{5}(\tau) \mu^{2}\right] k^{2} \mu^{2} P_{\mathrm{L}}(k)+ \tag{8.17}
\end{equation*}
$$

at leading order, writing the parameters as $a_{i}$ for clarity, each of which scales as $\sigma_{\text {FoG }}^{2}$. Combining these parameters with the real-space stochastic contributions, we find five new parameters, which are fully degenerate with the $c_{n}$ counterterms mentioned above. In practice, we therefore only need to consider one such set. Note that this is as expected; smoothing fields shifts modes from stochastic contributions to counterterms and vice versa. Finally, we note that $a_{0}$ and $a_{2}$ vanish for the matter field due to conservation of momentum (both isotropically and in the $\hat{\mathbf{z}}$-direction).
e. *The Lagrangian Picture We now move to a discussion of the subtle aspects of the EFTofLSS in redshift-space. First, we discuss the Lagrangian picture of redshift-space distortions [23, 97, 98, 111-113], which will be motivate our modifications to the IR resummation procedure.

As in §5, LPT starts by considering the transformation between Lagrangian and Eulerian coordinates. With redshift-space distortions included, this takes the form

$$
\begin{equation*}
\mathbf{s}(\mathbf{q}, \tau)=\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau)+\frac{1}{\mathcal{H}(\tau)}[\hat{\mathbf{z}} \cdot \mathbf{v}(\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau), \tau)] \hat{\mathbf{z}} \tag{8.18}
\end{equation*}
$$

Within the Einstein de-Sitter approximation, the velocity field can be written as

$$
\begin{equation*}
\mathbf{v}(\mathbf{q}+\boldsymbol{\Psi}(\mathbf{q}, \tau), \tau)=\sum_{n=1}^{\infty} n f(\tau) D^{n}(\tau) \boldsymbol{\Psi}^{(n)}(\mathbf{q}, \tau) \tag{8.19}
\end{equation*}
$$

cf. (5.8). This motivates the definition of the $n$-th order redshift-space displacement field:

$$
\begin{equation*}
\Psi_{s, i}^{(n)}(\mathbf{q}, \tau)=\left[\delta_{i j}^{K}+n f(\tau) \hat{\mathbf{z}}_{i} \hat{\mathbf{z}}_{j}\right] \boldsymbol{\Psi}^{(n), j}(\mathbf{q}, \tau) \equiv R_{i j}^{(n)}(\tau) \boldsymbol{\Psi}^{(n), j}(\mathbf{q}, \tau) \tag{8.20}
\end{equation*}
$$

where $R_{i j}^{(n)}$ is a spatially-constant distortion matrix. After defining (8.20), the remainder of redshift-space LPT follows by inserting this into the pipeline of $\S 5$. Starting from the relation between Eulerian and Lagrangian densities (ignoring bias for now), we can write:

$$
\begin{equation*}
\delta_{s}(\mathbf{k}, \tau)=\int d \mathbf{q} e^{i k \cdot q}\left[e^{i k \cdot \psi_{s}(\mathrm{q}, \tau)}-1\right] \tag{8.21}
\end{equation*}
$$

At leading order, this permits the Zel'dovich solution

$$
\begin{equation*}
\delta_{\mathrm{Zel}, s}(\mathbf{k}, \tau)=\int d \mathbf{q} e^{i k \cdot \mathrm{q}}\left[e^{i D(\tau) \mathrm{k} \cdot \mathrm{R}^{(1)} \cdot \psi^{(1)}(\mathrm{q}, \tau)}-1\right] . \tag{8.22}
\end{equation*}
$$

Following some calculation (analogous to (5.13), since we have just redefined $\mathbf{k} \rightarrow \mathbf{k} \cdot \mathrm{R}^{(1)}$ ), we obtain the power spectrum [e.g., 61]

$$
\begin{equation*}
P_{s}^{Z e l}(\mathbf{k}, \tau)=\int d \mathbf{q} e^{i k \cdot q} \exp \left(-D^{2}(\tau) k^{i} k^{j} R_{i k}^{(1)} R_{j l}^{(1)} \int \frac{p^{2} d p}{2 \pi^{2}} \frac{P_{\mathrm{L}}(p)}{p^{2}}\left[\frac{\delta_{\mathrm{K}}^{j}}{3}\left(1-j_{0}(p q)-j_{2}(p q)\right)+\hat{q}^{j} \hat{q}^{\prime} j_{2}(p q)\right]\right) . \tag{8.23}
\end{equation*}
$$

Higher-order corrections and modifications for biased tracers can be computed in the same manner as before, by expanding the higher-order displacements $\boldsymbol{\Psi}^{(n>1)}$ from the exponential.
f. *IR Resummation As discussed in $\S 6$, we incur a significant error by treating bulk flows as perturbative, which manifests in underdamped BAO wiggles. By formulating the initial theory in Lagrangian space and keeping the longwavelength displacements exponentiated we were able to resum these features, and thus obtain an accurate analytic theory. In redshift-space, our treatment of IR resummation must be modified slightly, since the observed displacement depends on peculiar velocities. Here, we will describe the modifications using the wiggly-smooth decomposition [114]; the kernel-based redshift-space alterations can be found in [104].

We start from the general expansion given in (6.4), working with unbiased matter for simplicity. In redshift-space at leading-order:

$$
\begin{equation*}
(2 \pi)^{3} \delta_{\mathrm{D}}(\mathbf{k})+P_{s}(\mathbf{k}, \tau)=\int d \mathbf{q} e^{i k \cdot \mathrm{q}} \exp \left(-\frac{1}{2} k_{i} k_{j} A_{s}^{i j}(\mathbf{q}, \tau)+\cdots\right) \tag{8.24}
\end{equation*}
$$

where the variance of the redshift-space displacement field, $A_{s}^{i j}(\mathbf{q}, \tau) \equiv\left\langle\Delta \Psi_{s}^{i}(\mathbf{q}, \tau) \Delta \Psi_{s}^{j}(\mathbf{q}, \tau)\right\rangle$, is given by

$$
\begin{equation*}
A_{s}^{i j}(\mathbf{q}, \tau)=2 D^{2}(\tau) R_{i k}^{(1)} R_{j l}^{(1)} \int_{\mathrm{p}} \frac{p^{k} p^{\prime}}{p^{4}} P_{\mathrm{L}}(p)\left(1-e^{i \mathrm{p} \cdot \mathrm{q}}\right)+\cdots \tag{8.25}
\end{equation*}
$$

at leading order. This is just the term appearing in the redshift-space Zel'dovich theory. As in $\S 6$, we proceed by expanding $A_{s}$ into a wiggly and smooth component, and Taylor expanding the latter (as well as any higher-order terms. The methodology matches the former precisely, and leads to the smooth term being unaffected (by mass and momentum conservation), but a damping of the wiggly component in the form:

$$
\begin{equation*}
P_{s}^{\mathrm{R}-\mathrm{res}}(\mathbf{k}, \tau)-P_{\mathrm{nw}, s}(\mathbf{k}, \tau)=e^{-k^{2} \sum_{s}^{2}(\mu, \tau)}\left(P_{\mathrm{lin}, \mathrm{w}, s}(\mathbf{k})+\text { higher-order wiggly }\right) \tag{8.26}
\end{equation*}
$$

where $P_{\mathrm{nw}, \mathrm{s}}$ is the power spectrum computed using the 'no-wiggle' linear power spectrum and $P_{\mathrm{lin}, \mathrm{w}}$ is the linear component of the residual. The new, direction-dependent damping scale is given by [e.g., 32]

$$
\begin{equation*}
\Sigma_{s}^{2}(\mu, \tau)=\left[1+f(\tau) \mu^{2}(2+f(\tau))\right] \Sigma^{2}(\tau)+f^{2}(\tau) \mu^{2}\left(\mu^{2}-1\right) \delta \Sigma^{2}(\tau) \tag{8.27}
\end{equation*}
$$

where $\Sigma^{2}$ is the real-space damping and we introduce

$$
\begin{equation*}
\delta \Sigma^{2}(\tau) \approx D^{2}(\tau) \int_{0}^{0.2 h \mathrm{Mpc}^{-1}} \frac{p^{2} d p}{2 \pi^{2}} \frac{P_{\mathrm{nw}}(p)}{p^{2}} j_{2}\left(p q_{\mathrm{BAO}}\right) \tag{8.28}
\end{equation*}
$$

The one-loop IR-resummed power spectrum can be similarly derived and is identical to (6.11) except with $\Sigma^{2}(\tau) \rightarrow \Sigma_{s}^{2}(\mu, \tau)$.
g. *Selection Bias To define the tracer density field in redshift-space, we have first computed the bias expansion in real-space then transformed to real-space, and added the requisite new counterterms and stochasticities. But is this sufficient? Are there terms in the bias expansion arising only in redshift-space that we have missed? Below, we summarize this aspect (which is discussed extensively in [86, 99]), known often as selection bias.

The broken polar symmetry inherent in the redshift-space field allows for a number of new terms in the bias expansion, for example

$$
\begin{equation*}
\delta_{g, s}(\mathbf{s}, \tau) \supset \frac{b_{\partial_{\|} v_{\|}}(\tau)}{\mathcal{H}(\tau)} \partial_{\|} v_{\|}(\mathbf{s}, \tau) \equiv b_{\partial_{\|} v_{\|}}(\tau) \eta(\mathbf{s}, \tau) \tag{8.29}
\end{equation*}
$$

where $\partial_{\|}=\hat{z}^{i} \partial_{i}$. This explicitly breaks isotropy, and leads to a term proportional to $\mu^{2} \delta(\mathbf{k}, \tau)$ in Fourier-space. This occurs at linear order, modifying the Kaiser redshift-space power spectrum:

$$
\begin{equation*}
P_{g, s}^{\operatorname{lin}}(\mathbf{k}, \tau)=D^{2}(\tau)\left[b_{1}(\tau)+f(\tau)\left(1+b_{\partial_{\|} v_{\|}}(\tau)\right) \mu^{2}\right]^{2} P_{\mathrm{L}}(k) \tag{8.30}
\end{equation*}
$$

Such an effect has important implications for cosmological measurements: one can no-longer use the $\mu$-dependence to extract the clustering amplitude, since it is now degenerate with an unknown bias parameter.

At higher-order, we obtain a collection of new terms in the expansion of $\delta_{g}$. These occur from powers of the line-of-sight velocity, $\eta$ and its combination with real-space operators such as $\delta$, projections of the shear onto the line of sight (such as $s_{i k} s_{j}^{k} \hat{z}^{i} \hat{z}^{j}$ ), derivatives of $\eta$ (including $\nabla^{2} \eta$ and $\partial^{2} \eta$ ) and higher-order effects. Stochastic terms can also be formed; these have already been described above. Finally, we note that the galaxy velocity field should strictly be treated as a biased tracer: at leading order this gives the derivative expansion

$$
\begin{equation*}
\mathbf{v}_{g}(\mathbf{x}, \tau)=\mathbf{v}(\mathbf{x}, \tau)+b_{\nabla^{2} \mathbf{v}}(\tau) \nabla^{2} \mathbf{v}(\mathbf{x}, \tau)+b_{\partial_{\|}^{2} \mathbf{v}}(\tau) \partial_{\|}^{2} \mathbf{v}(\mathbf{x}, \tau)+\cdots \tag{8.31}
\end{equation*}
$$

dropping stochastic terms. Of course, all these operators are also subject to bias renormalization, as in $\S 7$. The full EFTofLSS model with the above terms included is described in detail in [99], and contains many more terms than the power spectrum without selection effects.

In a galaxy survey context, the inclusion of the above terms would seriously limit the experiment's utility, due to new degeneracies between, for example, the growth rate and the $b_{\partial_{\|} v_{\|}}$bias [e.g., 86]. This occurs since the velocity, which is usually a protected quantity in the tracer expansion, now receives contributions from terms with unknown coefficients. However, one must ask whether such effects are actually physical. In the above, we have allowed the properties of the galaxy population to depend on the line-of-sight; whether this can occur depends on how the sample is selected. An ideal sample would not contain information on $\hat{\mathbf{z}}$; i.e. we should observe galaxies regardless of their orientations or positions with respect to the line-of-sight. If this is the case, then the new terms described above drop-out, since their accompanying bias coefficients are forced to zero. Due to the details of survey selection functions, this is usually an excellent approximation, thus the terms are ignored (though see $[115,116]$ ). Some residual effects could be present; we may be more likely to observe edge-on galaxies, for example, (since their light profile is more concentrated). This would give a bias term depending on the projected tidal field, which would need to be included in the modeling.

Finally, let us consider these biases for other types of surveys. For the Lyman- $\alpha$ forest for example, we construct a bias expansion for the optical depth, $\tau(\mathbf{s})$, in redshift-space [117] Since the optical depth does not 'know' about the line-of-sight, it does not contain the above selection-bias contributions. However, our observable is not $\tau(\mathbf{s})$ but the Lyman- $\alpha$ flux, $F(\mathbf{s}) \propto e^{-\tau(s)}$. The presence of the exponential term mixes up contributions and, in the effective bias expansion for $F(\mathbf{s})$, yields velocity bias terms, giving a linear power spectrum akin to (8.30). This is difficult to avoid.

## 9. CORRELATORS AND OBSERVABLES

We are now ready to assemble all the EFTofLSS ingredients developed above and produce predictions for the physical observables that can be compared to data. In the below, we will present models for a variety of statistics that have been measured by recent experiments, focusing on the Eulerian power spectrum in all cases. Much of this is a summary of the above material, but we included it for reference and completeness. Further discussion of the models can be found in [e.g., 32, 87, 98, 118-121].
a. Cosmic Shear Weak lensing surveys (such as the Dark Energy Survey, the Kilo-Degree Survey, the Prime Focus Spectrograph, CFHTLens and many others), measure the shape distortions of galaxies, and through them the large-scale distribution of matter in the Universe [e.g., 102]. This effect depends on the following lensing potential [122-124]

$$
\begin{equation*}
\psi(\hat{\mathbf{n}})=\frac{2}{c^{2}} \int \frac{d \chi}{\chi} q(\chi) \Phi(\chi \hat{\mathbf{n}}, \chi) \tag{9.1}
\end{equation*}
$$

projected onto the two-sphere at position $\hat{\mathbf{n}}$, where $\Phi$ is the physical Newtonian potential. We parametrize time by the comoving distance $\chi(\tau)$ and introduce the lensing efficiency $q(\chi)$, defined as

$$
\begin{equation*}
q(\chi)=\int_{\chi}^{\infty} d \chi^{\prime} \frac{\chi-\chi^{\prime}}{\chi^{\prime}} \bar{n}(\chi) \tag{9.2}
\end{equation*}
$$

where $\bar{n}$ is the background density of sources. Via the Poisson equation, the lensing potential can be written in terms of the real-space matter field, expressed in Fourier-space:

$$
\begin{equation*}
\psi_{\ell m}=-\frac{3 H_{0}^{2} \Omega_{m, 0}}{c^{2}} \int \frac{d \chi}{\chi} \frac{q(\chi)}{a(\chi)} \int_{k} 4 \pi i^{i} j_{\ell}(k \chi) Y_{\ell m}^{*}(\hat{\mathbf{k}}) \frac{\delta(\mathbf{k}, \chi)}{k^{2}} \tag{9.3}
\end{equation*}
$$

expanding $\psi(\hat{\mathbf{n}}) \equiv \sum_{\ell m} \psi_{\ell m} Y_{\ell m}(\hat{\mathbf{n}})$. In practice, our observable is the spin-2 shear, $\pm 2 \gamma_{\ell m}$, related to the lensing potential by ${ }_{ \pm 2} \gamma_{\ell m}=\sqrt{\ell(\ell+1)} \psi_{\ell m} / 2$. The corresponding power spectrum (in the $E$-mode) is given by

$$
\begin{equation*}
C_{\ell}^{\gamma}=\frac{1}{4} \frac{(\ell+2)!}{(\ell-2)!} \times \frac{2}{\pi}\left(\frac{3 H_{0}^{2} \Omega_{m, 0}}{c^{2}}\right)^{2} \int \frac{d k}{k^{2}}\left[\int \frac{d \chi}{\chi} \frac{q(\chi)}{a(\chi)} j_{\ell}(k \chi)\right]\left[\int \frac{d \chi^{\prime}}{\chi^{\prime}} \frac{q\left(\chi^{\prime}\right)}{a\left(\chi^{\prime}\right)} j_{\ell}\left(k \chi^{\prime}\right)\right] P_{\delta}\left(k, \chi, \chi^{\prime}\right) \tag{9.4}
\end{equation*}
$$

depending on the (unequal-time) real-space matter power spectrum $P_{\delta}$. Note that we have ignored intrinsic-alignment contributions, though these can also be treated perturbatively [e.g., 125, 126].

Within the EFTofLSS, the matter density is given by

$$
\begin{align*}
P_{\delta}\left(k, \chi, \chi^{\prime}\right)= & D(\chi) D\left(\chi^{\prime}\right) P_{\mathrm{L}}(k)+D(\chi) D\left(\chi^{\prime}\right)\left[\left(D^{2}(\chi)+D^{2}\left(\chi^{\prime}\right)\right) P^{(13)}(k)+D(\chi) D\left(\chi^{\prime}\right) P^{(22)}(k)\right]  \tag{9.5}\\
& -D(\chi) D\left(\chi^{\prime}\right)\left(c_{s}^{2}(\chi)+c_{s}^{2}\left(\chi^{\prime}\right)\right) k^{2} P_{\mathrm{L}}(k)
\end{align*}
$$

with the one-loop components

$$
\begin{equation*}
P^{(22)}(k)=2 \int_{\mathrm{p}}\left|F_{2}(\mathbf{p}, \mathbf{k}-\mathbf{p})\right|^{2} P_{\mathrm{L}}(\mathbf{p}) P_{\mathrm{L}}(\mathbf{k}-\mathbf{p}), \quad P^{(13)}(k)=3 P_{\mathrm{L}}(k) \int_{\mathrm{p}} F_{3}(\mathbf{p},-\mathbf{p}, \mathbf{k}) P_{\mathrm{L}}(\mathbf{p}) \tag{9.6}
\end{equation*}
$$

as in (3.14) for $F_{n}$ kernels as defined in Appendix A. In the above forms (and all results below) we have implicitly included UV cut-offs at some scale $\Lambda$ and the effects of IR resummation (§6). The above formulae can be straightforwardly inserted into the shear power spectrum, and various methods (including the Limber approximation) exist for evaluating the associated integrals [e.g., 123, 124, 127-129]. The resulting model depends on one unknown parameter: the sound-speed $c_{s}^{2}$, integrated over the kernel of relevance.

Analogous methods apply also for CMB lensing [e.g., 130], just with a modified kernel $q$ (and observing now the lensing convergence). Finally, we note that, as usual, the EFTofLSS predictions are valid only on perturbative scales, i.e. $k \ll k_{N L}$ (though may be extended through the baryonic cut-off, cf. [102]). For projected statistics such as shear, this cut can be non-trivial due to the wide lensing kernel, and the ensuing leakage of non-perturbative contributions. In terms of $\ell$, the theory is valid for $\ell \lesssim k_{N L} \chi_{*}$, where $\chi_{*}$ is the characteristic distance to the lensing source, i.e. the peak of $q(\chi)$.
b. Photometric Galaxy Surveys Alongside galaxy shapes, most cosmic shear surveys measure galaxy positions. Photometric surveys such as these observe the galaxy density in some redshift-bin projected onto the two-sphere. Neglecting redshift-error, this can be written [e.g., 123]

$$
\begin{equation*}
\delta_{g}(\hat{\mathbf{n}})=\int d \chi W(\chi) \delta_{g}(\chi \hat{\mathbf{n}}, \chi) \tag{9.7}
\end{equation*}
$$

for some kernel $W(\chi)$, which can include arbitrary weighting functions, and the source-density $\bar{n}(\chi)$. Analogous to the above, this can be rewritten in harmonic space as

$$
\begin{equation*}
\delta_{g, \ell m}(\hat{\mathbf{n}})=\int d \chi W(\chi) \int_{\mathrm{k}} 4 \pi i^{\ell} j_{\ell}(k \chi) Y_{\ell m}^{*}(\hat{\mathbf{k}}) \delta_{g}(\mathbf{k}, \chi) \tag{9.8}
\end{equation*}
$$

We can compute the projected power spectrum (and higher-order statistics) from this directly:

$$
\begin{equation*}
C_{\ell}^{g}=\frac{2}{\pi} \int_{\mathrm{k}} k^{2} d k\left[\int d \chi W(\chi) j_{\ell}(k \chi)\right]\left[\int d \chi^{\prime} W\left(\chi^{\prime}\right) j_{\ell}\left(k \chi^{\prime}\right)\right] P_{g}\left(k, \chi, \chi^{\prime}\right) \tag{9.9}
\end{equation*}
$$

which depends on the real-space matter power spectrum, $P_{g}$. Cross-spectra proceed similarly and involve the galaxy-matter power spectrum, $\left\langle\delta \delta_{g}\right\rangle$ [e.g., 131, 132].

Within the EFTofLSS, this can be modelled via the perturbative power spectrum $P_{g}$. In this case, we have the one-loop result

$$
\begin{equation*}
P_{g}\left(k, \chi, \chi^{\prime}\right)=P_{g}^{\mathrm{det}}\left(k, \chi, \chi^{\prime}\right)+P_{g}^{\text {stoch }}\left(k, \chi, \chi^{\prime}\right)+P_{g}^{\mathrm{ct}}\left(k, \chi, \chi^{\prime}\right) \tag{9.10}
\end{equation*}
$$

where the deterministic, stochastic and counterterm contributions are given by at one-loop order

$$
\begin{align*}
P_{g}^{\operatorname{det}}\left(k, \chi, \chi^{\prime}\right)= & D(\chi) D\left(\chi^{\prime}\right) b_{1}(\chi) b_{1}\left(\chi^{\prime}\right) P_{\mathrm{L}}(k)  \tag{9.11}\\
& +D(\chi) D\left(\chi^{\prime}\right)\left[\left(D^{2}(\chi)+D^{2}\left(\chi^{\prime}\right)\right) P_{g}^{(13)}\left(k, \chi, \chi^{\prime}\right)+D(\chi) D\left(\chi^{\prime}\right) P_{g}^{(22)}\left(k, \chi, \chi^{\prime}\right)\right] \\
P^{\text {stoch }}\left(k, \chi, \chi^{\prime}\right)= & \frac{\delta_{\mathrm{D}}\left(\chi-\chi^{\prime}\right)}{\bar{n}(\chi)}\left[P_{\text {shot }}(\chi)+a_{0}(\chi) k^{2}\right] \\
P^{\mathrm{ct}}\left(k, \chi, \chi^{\prime}\right)= & -D(\chi) D\left(\chi^{\prime}\right)\left(c_{s}^{2}(\chi)+c_{s}^{2}\left(\chi^{\prime}\right)\right) k^{2} P_{\mathrm{L}}(k)
\end{align*}
$$

with the loop results

$$
\begin{align*}
& P_{g}^{(22)}\left(k, \tau, \tau^{\prime}\right)=2 \int_{\mathrm{p}}\left|K_{2}\left(\mathbf{p}, \mathbf{k}-\mathbf{p}, \tau, \tau^{\prime}\right)\right|^{2} P_{\mathrm{L}}(\mathbf{p}) P_{\mathrm{L}}(\mathbf{k}-\mathbf{p})  \tag{9.12}\\
& P_{g}^{(13)}\left(k, \tau, \tau^{\prime}\right)=3 P_{\mathrm{L}}(k) \int_{\mathrm{p}} K_{3}\left(\mathbf{p},-\mathbf{p}, \mathbf{k}, \tau, \tau^{\prime}\right) P_{\mathrm{L}}(\mathbf{p})
\end{align*}
$$

depending on real-space bias kernels, $K_{n}$ (cf. Appendix A). Here, the model depends on the following parameters:

$$
\begin{equation*}
\left\{b_{1}, b_{2}, b_{\mathcal{G}_{2}}, b_{\Gamma_{3}}, P_{\text {shot }}, a_{0}, c_{s}^{2}\right\} \tag{9.13}
\end{equation*}
$$

whilst these are technically time-dependent, we can take them out of the integral and define effective scalar parameters in all cases. Here, the biases scale in terms of the halo scale $R_{\text {halo }}$, whilst the counterterm depends on $k_{\text {NL }}$ (or $R_{\text {halo }}$, from the absorbed derivative bias), and $P_{\text {shot }}$ is $\mathcal{O}(1)$, since we have removed the leading Poisson dependence. Inserting (9.10) into (9.9), we obtain the EFTofLSS prediction for the projected galaxy power spectrum, noting the former discussion of the ८-range.
c. Spectroscopic Galaxy Surveys With the inclusion of a spectrometer, galaxy surveys are able to resolve the threedimensional positions of galaxies, and thus measure the associated power spectrum (and beyond) directly. Surveys such as the Dark Energy Spectroscopic Instrument, Euclid, and SDSS, measure the galaxy power spectra through its Legendre multipoles, defined as

$$
\begin{equation*}
P_{g}(\mathbf{k}, \tau)=\sum_{\ell=0}^{\infty} P_{g, \ell}(k, \tau) L_{\ell}(\mu) \quad \Leftrightarrow \quad P_{g, \ell}(k, \tau)=\frac{(2 \ell+1)}{2} \int_{-1}^{1} d \mu P_{g}(\mathbf{k}, \tau) L_{\ell}(\mu) \tag{9.14}
\end{equation*}
$$

where $L_{\ell}$ is a Legendre polynomial and $\mu$ is the angle of $\mathbf{k}$ to the line-of-sight. In practice, the surveys observe the galaxy positions in terms of redshifts and angles which are converted to comoving coordinates via a fiducial cosmology. This transformation gives a modification to the observed coordinates [32, 121]

$$
\begin{align*}
& k \rightarrow k^{\prime} \equiv k\left[\left(\frac{H_{\text {true }}}{H_{\text {fid }}}\right)^{2} \mu^{2}+\left(\frac{D_{A, \text { fid }}}{D_{A, \text { true }}}\right)^{2}\left(1-\mu^{2}\right)\right]^{1 / 2}  \tag{9.15}\\
& \mu \rightarrow \mu^{\prime} \equiv \mu\left(\frac{H_{\text {true }}}{H_{\text {fid }}}\right)\left[\left(\frac{H_{\text {true }}}{H_{\text {fid }}}\right)^{2} \mu^{2}+\left(\frac{D_{A, \text { fid }}}{D_{A, \text { true }}}\right)^{2}\left(1-\mu^{2}\right)\right]^{-1 / 2},
\end{align*}
$$

suppressing dependence on time, where $D_{A}$ and $H$ are the angular diameter distance and Hubble parameter in the fiducial and true cosmology. This is often erroneously known as the 'Alcock-Paczynski' distortion (which strictly applies only to the BAO feature [133]). The observed power spectrum multipoles are then defined as

$$
\begin{equation*}
P_{g, \ell}(k, \tau)=\frac{D_{A, \text { fid }}^{2} H_{\text {true }}}{D_{A, \text { true }}^{2} H_{\text {fid }}} \cdot \frac{2 \ell+1}{2} \int_{-1}^{1} d \mu P_{g}\left(k^{\prime}(k, \mu), \mu^{\prime}(\mu), \tau\right) L_{\ell}(\mu) . \tag{9.16}
\end{equation*}
$$

The EFTofLSS model for the redshift-space galaxy power spectrum is defined by the following components (ignoring selection bias, cf. §8) [32, 121, 134] (see also [98] in redshift-space):

$$
\begin{equation*}
P_{g, \ell}(k, \tau)=P_{g, \ell}^{\mathrm{det}}(k, \tau)+P_{g, \ell}^{\mathrm{stoch}}(k, \tau)+P_{g, \ell}^{\mathrm{ct}}(k, \tau) \tag{9.17}
\end{equation*}
$$

The deterministic piece is analogous to the above:

$$
\begin{equation*}
P_{g}^{\mathrm{det}}(\mathbf{k}, \tau)=D^{2}(\tau) b_{1}^{2}(\tau) P_{\mathrm{L}}(k)+D^{4}(\tau)\left[2 P_{g}^{(13)}(\mathbf{k}, \tau)+P_{g}^{(22)}(\mathbf{k}, \tau)\right] \tag{9.18}
\end{equation*}
$$

with the loop integral definitions

$$
\begin{align*}
& P_{g}^{(22)}(\mathbf{k}, \tau)=2 \int_{\mathrm{p}}\left|Z_{2}(\mathbf{p}, \mathbf{k}-\mathbf{p}, \tau)\right|^{2} P_{\mathrm{L}}(\mathbf{p}) P_{\mathrm{L}}(\mathbf{k}-\mathbf{p})  \tag{9.19}\\
& P_{g}^{(13)}(\mathbf{k}, \tau)=3 P_{\mathrm{L}}(k) \int_{\mathrm{p}} Z_{3}(\mathbf{p},-\mathbf{p}, \mathbf{k}, \tau) P_{\mathrm{L}}(\mathbf{p})
\end{align*}
$$

for redshift-space kernels defined in Appendix A. The stochastic piece can be written as

$$
\begin{equation*}
P_{g}^{\text {stoch }}(\mathbf{k}, \tau)=\frac{1}{n(\tau)}\left[1+P_{\text {shot }}(\tau)+a_{0}(\tau) k^{2}+a_{2}(\tau) k^{2} \mu^{2}\right] \tag{9.20}
\end{equation*}
$$

with the counterterm component (including the fingers-of-God pieces) taking the multipole form

$$
\begin{align*}
P_{g}^{c t}(\mathbf{k}, \tau)= & -2 D^{2}(\tau)\left[c_{0}(\tau)+c_{2}(\tau) f(\tau) \mu^{2}+c_{4}(\tau) f^{2}(\tau) \mu^{4}\right] k^{2} P_{\mathrm{L}}(k)  \tag{9.21}\\
& -D^{2}(\tau) \tilde{c}(\tau) f^{4}(\tau) \mu^{4} k^{4}\left[b_{1}(\tau)+f(\tau) \mu^{2}\right]^{2} P_{\mathrm{L}}(k)
\end{align*}
$$

The precise definition of counterterms (e.g., in 3D space or harmonic space, and with factor of $D(\tau), f(\tau)$ et cetera) varies between works, but their $k$-scalings are universal. We note the appearance of a new term $(k \mu)^{4} P_{\mathrm{L}}(k)$ term in the above; this is often included as a proxy for higher-order FoG effects, which are usually the first components of the model to become non-perturbative (see [109, 110] for approaches to null this feature). In essence, this term extends the FoG modelling to one higher loop in perturbation theory, which is useful if the characteristic scale is the smallest, i.e. $\sigma_{\text {FoG }}<k_{N L}, R_{\text {halo }}$.

In full, the one-loop EFTofLSS galaxy model depends on the following parameters:

$$
\begin{equation*}
\left\{b_{1}, b_{2}, b_{\mathcal{G}_{2}}, b_{\Gamma_{3}}\right\} \times\left\{P_{\text {shot }}, a_{0}, a_{2}\right\} \times\left\{c_{0}, c_{2}, c_{4}, \tilde{c}\right\} \tag{9.22}
\end{equation*}
$$

which can be measured from data and influence deterministic, stochastic, and counterterm contributions respectively. These also enter in the modeling of higher-order statistics such as bispectra, alongside new biases. An example of the EFTofLSS prediction is shown in Fig. 3. In this case, all bias and cosmological parameters were fit to the simulations (in a $\sim 600 h^{-3} \mathrm{Gpc}^{3}$ volume), and we find subpercent agreement, showing the precise nature of the theory [135].


FIG. 3. Comparison of theoretical and simulated galaxy power spectra for the Perturbation Theory Challenge simulations of [135]. The solid lines show the one-loop EFTofLSS power spectrum monopole (black) and quadrupole (blue), whilst the points show the measurements (whose errors are too small to see). We find subpercent agreement on all the scales shown in the figure, after fitting for bias and cosmological parameters. The output cosmological parameters were also consistent with those of the (blinded) simulation inputs at high precision.
d. Diffuse Emission Our final class of observations concern the measurement of diffuse emission such as neutral Hydrogen and metal lines. Various experiments to map these exist, including Lyman- $\alpha$ observations, 21-cm observatories (such as CHIME, HiRAX and PUMA), and line intensity mapping searches (including COMAP). Often, the physical quantity of interest is an optical depth, $\tau$, encoding the fraction of matter. This is a biased tracer of the matter field, and can thus be expanded analogously to the above (cf. §8):

$$
\begin{equation*}
\tau(\mathbf{s}, \chi)=\tau_{0}(\chi)\left[1+b_{1}(\chi) \delta(\mathbf{s}, \chi)+\cdots\right] \tag{9.23}
\end{equation*}
$$

where we parametrize time by comoving distance $\chi$ to avoid confusion with optical depth and denote the background depth by $\tau_{0}=\langle\tau\rangle$. Telescopes are sensitive to the flux of the specific line, defined by

$$
\begin{equation*}
F(\mathbf{s}, \chi)=e^{-\tau(s, \chi)} \equiv F_{0}(\chi)[1+\delta F(\mathbf{s}, \chi)] \tag{9.24}
\end{equation*}
$$

EFTofLSS modeling of diffuse emission then boils down to predicting the statistics of the fluctuation field $\delta F(\mathbf{s}, \tau)$. For neutral hydrogen, one often works directly with the $21-\mathrm{cm}$ temperature, $T_{21}(\mathbf{x}, \tau)$ but a similar logic applies. In all cases, the field acts as a biased tracer of $\delta$, and thus can be modelled with the same tools used for spectroscopic galaxy surveys above. We caution that a number of additional effects can complicate this however, including: (a) high-redshift fields can be strongly affected by long-wavelength fluctuations in the ionizing ultraviolet background that are difficult to treat perturbatively [e.g., 79, 136]; (b) due to the exponential mapping, the resulting theories often contain velocity bias, as described in §8. Detailed discussions of the corresponding EFTofLSS theories can be found in [e.g., 117, 137].
e. Practical Implementation A variety of public codes exist implementing the above statistics in C and Python. The three most common are:

- Class-PT: ${ }^{9}$ This is a C code based on Class $[138,139]$ that computes the one-loop power spectrum of matter and biased tracers in real- and redshift-space, optionally including primordial non-Gaussianity [32]. All above effects, including UV counterterms, IR resummation, and coordinate distortions are included by default. The code can be interfaced with the Montepython sampler [140] via Python likelihoods ${ }^{10}$ which additionally include BAO parameters and the bispectrum.

[^8]- PyBird: ${ }^{11}$ This is a Python code for computing the Eulerian one-loop power spectrum given an input linear power spectrum [141]. This includes the one-loop power spectrum of matter and biased tracers in real- and redshift-space, and additionally includes MontePython likelihoods.
- Velocileptors: ${ }^{12}$ This is a Python code computing the one-loop power spectra of matter and biased tracers in real- and redshift-space, additionally including real-space velocity correlators [98]. Unlike the above codes, this is formulated using Lagrangian perturbation theory (with EFTofLSS corrections).
These codes rely heavily on the FFTLog procedure to compute loop integrals, as developed in [142]. Additionally, all three have been used in blind cosmological challenges and found to recover cosmological parameters to high-precision [135], and used in a wide variety of analyses of data, both using the power spectrum and beyond [e.g., 110, 121, 132, 134, 141, 143-184].


## 10. CONCLUSION

The Effective Field Theory of Large Scale Structure allows for precision modeling of cosmological observables on large-scales. By treating the Universe as an imperfect fluid and solving the resulting equations perturbatively, we can model phenomena such as weak lensing, galaxy clustering, and the correlation properties of diffuse emission. The theory is mathematically rich, but the basic ideas are conceptually straightforward, arising from the requirement of perturbativity, and the associated restriction to smoothed fields. Concepts such as renormalization arise naturally from this and ensure that our theory is well behaved and physical.

Here, we have presented an overview of the key ideas of the EFTofLSS and derived models for the power spectra of various observables. There remains a number of topics that have not been discussed above, however, some of which we now briefly mention.

- Baryonic Effects: We have treated the Universe as a single imperfect fluid. In reality, the situation is more akin to a coupled fluid of cold dark matter (CDM) and baryons, interacting gravitationally and exchanging energy and momentum. Extensions of the EFTofLSS to this scenario exist [e.g., 130, 185]; however, on perturbative scales it is usually an excellent approximation to work with a single (CDM-plus-baryons) field noting that the leading-order corrections modify only the (unknown) values of the counterterms. This remains true in the presence of feedback (which the EFTofLSS naturally includes at lowest order), though difficulties can arise at high redshift due to radiation effects [e.g., 79, 136].
- Massive Neutrinos: Particle physics yields strong evidence that the Universe contains neutrinos with mass $M_{\nu}>$ 0.06 eV . These may be included in the EFTofLSS in a similar manner to baryonic effects, as described in detail in [46, 186-190]. Once again, it is usually an excellent approximation to model the Universe as a single fluid inserting the relevant CDM+baryon linear power spectrum, which receives modifications from massive neutrinos, including the generation of a scale-dependent growth factor.
- General Relativity: Throughout this discussion we have assumed the Newtonian limit, i.e. that scales are small compared to the particle horizon, corresponding to $k \mathcal{H} \gg 1$. Perturbative approaches can be wrought on these large scales (and contain many contributions including from magnification and lensing) [e.g., 111, 191-193], but the EFTofLSS corrections are rarely of use, since they appear only on quasi-linear scales and below.
- Primordial Non-Gaussianity: Many models of inflation predict a non-Gaussian spectrum of primordial density fluctuations, which manifests in a non-Gaussian correlation structure for $\delta_{\mathrm{L}}$, for example the appearance of non-zero bispectra proportional to $\left\langle\delta_{\mathrm{L}}^{3}\right\rangle$ [194]. These phenomena can be modeled in the EFTofLSS (and lead to additional loop contributions and biases) and have been used to place constraints on the underlying inflationary parameters [e.g., 77, 148, 149, 151, 157, 195].
- Field-Level Inference: Whilst most cosmological surveys have focused on measuring summary statistics such as power spectra and bispectra, one may also perform field-level inference, predicting the late-time observables directly. This technique, though still in its infancy, can be done using the EFTofLSS and essentially uses the above formulae to predict $\delta_{g}(\mathbf{x}, \tau)$ as a functional of $\delta_{\mathrm{L}}$ which is then compared to data [e.g., 44, 62, 196-202].

[^9]- BAO Reconstruction: Modern spectroscopic analyses have employed a reconstruction procedure to sharpen the BAO peak and thus extract more information on the Hubble parameter. This can be modelled within the EFTofLSS, and included within the analysis framework [146, 161, 203-207].

There remains much more progress to be made within the EFTofLSS. Examples of this include computing higher-order corrections to the above statistics (allowing for a greater range of scales to be modeled), as well as measuring and modeling new statistics and data. Many of these developments will come in the near future.
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## Appendix A: Eulerian Perturbation Theory Kernels

In this appendix we state explicitly the perturbation theory kernels up to third order. These have been derived many times before [e.g., 5], but we include them here for completeness. The kernels are given by:

$$
\begin{align*}
Z_{1}\left(\mathbf{p}_{1}, \tau\right)= & b_{1}(\tau)  \tag{A.1}\\
Z_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \tau\right)= & \frac{b_{2}(\tau)}{2}+b_{\mathcal{G}_{2}}(\tau)\left(\frac{\left(\mathbf{p}_{1} \cdot \mathbf{p}_{2}\right)^{2}}{p_{1}^{2} p_{2}^{2}}-1\right)+b_{1}(\tau) F_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)+f(\tau) \mu^{2} G_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \\
& +\frac{f(\tau) \mu k}{2}\left(\frac{\mu_{1}}{p_{1}}\left(b_{1}(\tau)+f(\tau) \mu_{2}^{2}\right)+\frac{\mu_{2}}{p_{2}}\left(b_{1}(\tau)+f(\tau) \mu_{1}^{2}\right)\right) \\
Z_{3}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}, \tau\right)= & 2 b_{\Gamma_{3}}(\tau)\left[\frac{\left(\mathbf{p}_{1} \cdot \mathbf{p}_{23}\right)^{2}}{p_{1}^{2} p_{23}^{2}}-1\right]\left(F_{2}\left(\mathbf{p}_{2}, \mathbf{p}_{3}\right)-G_{2}\left(\mathbf{p}_{2}, \mathbf{p}_{3}\right)\right)+b_{1}(\tau) F_{3}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}\right)+f(\tau) \mu^{2} G_{3}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}\right) \\
& +\frac{(f(\tau) \mu k)^{2}}{2}\left(b_{1}(\tau)+f(\tau) \mu_{1}^{2}\right) \frac{\mu_{2}}{p_{2}} \frac{\mu_{3}}{p_{3}}+f(\tau) \mu k \frac{\mu_{3}}{p_{3}}\left[b_{1}(\tau) F_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)+f(\tau) \mu_{12}^{2} G_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)\right] \\
& +f(\tau) \mu k\left(b_{1}(\tau)+f(\tau) \mu_{1}^{2}\right) \frac{\mu_{23}}{p_{23}} G_{2}\left(\mathbf{p}_{2}, \mathbf{p}_{3}\right)+b_{2}(\tau) F_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \\
& +2 b_{\mathcal{G}_{2}}(\tau)\left[\frac{\left(\mathbf{p}_{1} \cdot \mathbf{p}_{23}\right)^{2}}{p_{1}^{2} p_{23}^{2}}-1\right] F_{2}\left(\mathbf{p}_{2}, \mathbf{p}_{3}\right)+\frac{b_{2}(\tau) f(\tau) \mu k}{2} \frac{\mu_{1}}{p_{1}}+b_{\mathcal{G}_{2}}(\tau) f(\tau) \mu k \frac{\mu_{1}}{p_{1}}\left[\frac{\left(\mathbf{p}_{2} \cdot \mathbf{p}_{3}\right)^{2}}{p_{2}^{2} p_{3}^{2}}-1\right]
\end{align*}
$$

where $\mathbf{p}_{i j} \equiv \mathbf{p}_{i}+\mathbf{p}_{j}, \mathbf{k} \equiv \mathbf{p}_{1}+\cdots \mathbf{p}_{n}$, and the $Z_{3}$ kernel has not been symmetrized over its arguments. We keep only bias terms in $Z_{3}$ relevant for computation of the one-loop power spectrum. These functions involve the density and velocity kernels $F_{n}$ and $G_{n}$, themselves given by

$$
\begin{align*}
& F_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{5}{7} \alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)+\frac{2}{7} \beta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)  \tag{A.2}\\
& G_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{3}{7} \alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)+\frac{4}{7} \beta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \\
& F_{3}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{1}{18}\left[7 \alpha\left(\mathbf{p}_{1}, \mathbf{p}_{23}\right) F_{2}\left(\mathbf{p}_{2}, \mathbf{p}_{3}\right)+2 \beta\left(\mathbf{p}_{1}, \mathbf{p}_{23}\right) G_{2}\left(\mathbf{p}_{2}, \mathbf{p}_{3}\right)\right]+\frac{G_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)}{18}\left[7 \alpha\left(\mathbf{p}_{12}, \mathbf{p}_{3}\right)+2 \beta\left(\mathbf{p}_{12}, \mathbf{p}_{3}\right)\right] \\
& G_{3}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{1}{18}\left[3 \alpha\left(\mathbf{p}_{1}, \mathbf{p}_{23}\right) F_{2}\left(\mathbf{p}_{2}, \mathbf{p}_{3}\right)+6 \beta\left(\mathbf{p}_{1}, \mathbf{p}_{23}\right) G_{2}\left(\mathbf{p}_{2}, \mathbf{p}_{3}\right)\right]+\frac{G_{2}\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)}{18}\left[3 \alpha\left(\mathbf{p}_{12}, \mathbf{p}_{3}\right)+6 \beta\left(\mathbf{p}_{12}, \mathbf{p}_{3}\right)\right]
\end{align*}
$$

in terms of

$$
\begin{equation*}
\alpha\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{\mathbf{p}_{1} \cdot \mathbf{p}_{12}}{p_{1}^{2}} \quad \text { and } \quad \beta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)=\frac{p_{12}^{2}}{2} \frac{\mathbf{p}_{1} \cdot \mathbf{p}_{2}}{p_{1}^{2} p_{2}^{2}} . \tag{A.3}
\end{equation*}
$$

The real-space kernels can be extracted from (A.1) by setting $f(\tau)=0$; likewise the matter kernels are obtained by setting $b_{1}(\tau)=1$ and all other biases to zero.
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[^1]:    ${ }^{1}$ For velocity fields, we smooth the momentum density $\rho \vee$ rather than $v$ itself, such that $v_{\Lambda}=[\rho v]_{\Lambda} / \rho_{\Lambda}$.
    ${ }^{2}$ In the language of particle physics, we are effectively performing an on-shell Wilson renormalization around the SPT solution, where the free-field is described by the ideal fluid equations with (optionally) a non-vanishing stress tensor. See [44] for details.

[^2]:    ${ }^{3}$ In full, there is an additional term appearing at this order, arising due to the stochastic stress $\Delta \tau_{\wedge}$. Due to mass and momentum conservation, this is suppressed by $k^{2}$, and thus (for our Universe) smaller than two-loop contributions.

[^3]:    ${ }^{4}$ Note that, by convention, this expression contains an extra factor of $i / n$ ! compared to the SPT equivalent.

[^4]:    ${ }^{5}$ One can also form the expansion in terms of the linear density field $D(\tau) \delta_{\mathrm{L}}(\mathrm{x}, \tau)$, instead of the late-time field $\delta(\mathrm{x}, \tau)$. This approach was advocated for in [REF: ] and dubbed 'monkey bias'. It yields identical correlation functions in practice.

[^5]:    ${ }^{6}$ Note that one can also account for these effects by absorbing the relevant bias coefficients into the stochastic part of the correlators, which will be discussed below.

[^6]:    ${ }^{7}$ Note that one can also get mixed derivatives, from terms of the form $\left(\partial_{i} \delta\right) \epsilon^{i}$, for stochastic vector field $\epsilon^{i}$. These are important for the one-loop bispectrum and beyond.

[^7]:    ${ }^{8}$ Whilst there were new counterterms for biased tracers in real-space, these were fully degenerate with the stochasticity parameters.

[^8]:    ${ }^{9}$ GitHub.com/Michalychforever/CLASS-PT
    10 GitHub.com/oliverphilcox/full_shape_likelihoods

[^9]:    11 GitHub.com/pierrexyz/pybird
    12 GitHub.com/sfschen/velocileptors

